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Abstract

In Abstract Stone Duality the topology on a space X is treated, not as an infinitary lattice,
but as an exponential space £%. This has an associated lambda calculus, in which monadic-
ity of the self-adjunction ¥~ 4 X~ makes all spaces sober and gives subspaces the subspace
topology, and the Euclidean principle Fo A o = F'T A o makes 3 the classifier for open sub-
spaces. Computably based locally compact locales provide the leading model for these axioms,
although the methods are also applicable to CCD®? (constructively completely distributive
lattices).

In this paper we recover the textbook theories, using the additional axiom that the sub-
category of overt discrete objects have a coreflection, the “underlying set” functor. This
subcategory is then a topos, and the whole category is characterised in the minimal situation
as that of locally compact locales over that topos.

However, by adding further axioms regarding the existence of equalisers and injectivity
of 33, we find the category of sober spaces or of locales over the topos as a reflective subcategory,
whilst the whole category is cartesian closed and has all finite limits and colimits.

Instead of building cartesian closed extensions of the textbook categories by traditional
set-theoretic methods, all of these categories (and their underlying topos) are developed en-
tirely synthetically from the ASD lambda calculus, which is therefore logically complete. The
methods are briefly applied to give a synthetic explanation of a topology on the set of con-
tinuous functions that has been known since the 1970s and satisfies the - but not the n-law.

We conclude with a proposal for a new theory (in categorical and symbolic form) for a
cartesian closed category for recursive topology.

This paper therefore puts the study of topological spaces and locales on a new foundation,
just as elementary toposes did for sets.

Please note that the introduction to this paper is a rather hurried first draft, intended to allow
me to put the paper on the Web in advance of my presentation at FMCS. This introduction also
includes material that has been moved or duplicated from other parts in the paper, where the
narrative consequently needs to be mended.

The final version of this paper is intended to consist only of the arguments within the ASD
calculus that reconstruct locales etc., that is, what might be called the “syntactic” side. The “se-
mantics”, i.e. the construction of a model for these axioms, probably starting from equilogical
spaces, will end up in a separate paper. However, I intend to have the main parts of that construc-
tion in place before I submit this paper to a journal, in order to forestall any complaints regarding
the consistency of the axioms.

1 Introduction

History and boundaries of topology

General topology grew throughout the twentieth century by accumulation of examples, from R3
and R™ to Banach spaces, Stone spaces and Scott domains. Many of its central concepts —
convergence, continuity, compactness — have much deeper roots. It deals very well with these
properties in indiwvidual spaces, or in many classes of spaces of varying generality that are intended



for specific mathematical purposes. The subject shares its origins with set theory, indeed we think
of many of the early authors — Hausdorff, Kuratowski and Sierpinski, for example — as belonging
equally to the two displines.

These disciplines have not, however, been equally successful in defining the boundaries of their
respective universes.

Remark 1.1 We learned from the tradition of Modern Algebra and its heir, category theory, that
such universes of mathematical objects are not defined by the elements of the objects, or even by
properties of the individual objects as a whole, but by saying what constructions generate newly
admissible objects from old ones. For example, in set theory, we may form products, powersets and
subsets of whatever sets we please. These operations ultimately acquired a very crisp categorical
reformulation in the notion of an elementary topos. In linear algebra, there are agreements between
products and coproducts and between subalgebras and quotients that became the notions of exact
and Abelian categories.

The mechanics of general topology have not lent themselves to a similarly convincing account
of the general constructions for topological spaces. Indeed, the subject is notorious for its chaotic
assembly of definitions — whilst [34] provides an excellent census of this assembly, would anyone
choose to organise a treatise on linear algebra or complex analysis around its counterexamples?

Remark 1.2 The “official” category of topological spaces and continuous functions that we have
in the textbooks — we shall call them Bourbaki spaces to strip them of their official status —
has been regarded by many as inconvenient. The usually cited reason for this is that it is not
cartesian closed — it does not treat continuous functions as “first class citizens”, to borrow a
slogan from functional programming. Of course, the notion of pointwise convergence has been
employed for a long time, both directly in analysis, and indirectly to define a topology on sets of
functions. But its inadequacy has also been long recognised, particularly in the case of Fourier
series, where sequences of smooth functions converge to a discontinuous limit.

Sixty years have passed since Ralph Fox defined what we might analogously call compactwise
convergence, usually known as the compact—open topology on the set of continuous functions
X — Y. He pointed out that this was well behaved only when the space X was locally compact. It
took another twenty years before the abstract notion of cartesian closed category was formulated,
as a language in which to state this good behaviour, although we now know that Church’s A-
calculus could already have done the job. But that didn’t solve the problem: it merely posed it
more clearly.

The formal necessity of local compactness gradually became clear, at least if one wanted to stay
within the official category of topological spaces and retain its continuous functions and products.
The role of the Sierpinski space X as the crucial case for Y was identified by Dana Scott, although
Day and Kelly had earlier shown the necessity of (what is now known as) the Scott topology
on XX,

The category of locally compact spaces is closed under the construction X(=), but it does not
have general exponentials. In particular, whilst N is locally compact, N is not, although this still
exists in the category of Bourbaki spaces. But the next exponential, NY' no longer exists there.

So, whilst there are far too few locally compact spaces, the category of all Bourbaki spaces
does not solve the problem either.

[Hierarchies of continuous functionals; Filter spaces; Equilogical spaces.]

Remark 1.3 But now that the suitability of the official category has been brought into question,
on the grounds of its lack of function-spaces, we should also examine how well it captures other

traditional applications that might reasonably be called (generalised) topology.

Take differentiation and integration, for example: & (—) and f: (—)da are linear functionals,

i.e. they operate on (suitable) functions to yield functions or numbers, so we might expect them
to belong to higher function-spaces. But these do not exist as Bourbaki spaces: quite different

mathematical technology had to be invented to speak of them. If we had a notion of topological



space that admitted such higher function-spaces, it would also encompass more general measures
or distributions, and Dirac’s §-“function” would become a genuine one.

In summary, we believe that there is some such more general notion of topological space,
of which the definition that appears in the textbooks captures only a part. In other words,
Bourbaki’s definition draws a certain boundary that is more a feature of its “co-ordinatisation”
than of the geography of the subject itself. A corollary of this is that, if we chose a different
“co-ordinatisation”, that is, if we made a new selection of basic concepts for topology instead of
points and open subsets, we would draw different boundaries.

Products, topology and subspaces

Remark 1.4 Although XX is a very special function-space, it has at least three methodological
advantages:

e calculating with it is a great deal simpler than with the general case;

e there is an interesting and well known, if inadequate, subcategory (locally compact spaces)

that is closed under it; and

e it exploits some of the intuitions of the powerset in set theory.
Categorically, before we can define function-spaces (exponentials), we have first to have finite
products. We also need to form subspaces, which we understand categorically to be equalisers of
parallel pairs of continuous functions. Once again, not all equalisers exist in the category of locally
compact spaces, so we may perhaps impose restrictions on the pairs whose equalisers we demand.

Axiom 1.5 Throughout, let S be a category with finite products and an object ¥ of which the
exponential XX exists in S for every object X € obS.

The construction 2() is a contravariant functor, ¥/ being the “inverse image” operation.
Since we shall need to iterate it, we shall usually write ©X for %X, and £"X for the “tower” of
n Xs with X at the top.

[Equivalent A-calculus.]

Example 1.6 In the category of locally compact spaces, % is the set of open subspaces of X,
itself equipped with the Scott topology. The category of all Bourbaki spaces is not an example of
the Axiom, but we shall show instead how it can be emdedded as a subcategory of one.

Example 1.7 Recalling the precedent of the common origins with set theory, a basic universe
in that subject (an elementary topos) also can be axiomatised in terms of products, subsets and
powersets. As is well known, these are enough to construct function-sets, sums, quotients by
equivalence relations and many other things. Similarly, we shall find that XX, products and
subspaces suffice in general topology. O

Example 1.8 The category of posets and monotone functions also has this structure, ¥ being
the lattice of upper subsets of the poset X, ordered by inclusion. O

Sobriety

Remark 1.9 A feature of general topology that emerged from Grothendieck’s work in algebraic
geometry was that the open subspaces of a space are more important than its points. Indeed,
topology often enriches algebra with new points, such as irrational and p-adic numbers, and
generic points on algebraic varieties. Locale theory has now succeeded in developing a large part
of the corpus of general topology using open subspaces but without mentioning points.

A space that has exactly the points that its open subspaces require is called sober. Non-
sober spaces are merely sets with topological decoration. They have been the source of numerous



distracting counterexamples, for example in the theory of locally compact spaces and in the proof
of Tychonov’s theorem about products of compact spaces.

Lemma 1.10 £(2) 4 £, where the unit is z : X F nz = A\g. ¢z : 55 . O

Definition 1.11 An object X is abstractly sober if this diagram is an equaliser in S:

X nELX

X DIED. ¢ X

SYnX

Remark 1.12 If, for the moment, we accept the claim that all topological constructions can be
generated from products, equalisers and ¥(7), and also assume that the base types (N and X)) are
sober, then we have no need ever to introduce non-sober objects. This is because the three basic
constructions all take sober objects to sober objects.

Remark 1.13 Whilst we claim that objects whose significance is purely topological must be sober,
for a variety of reasons we may wish to consider some other kind of mathematical structure (a
group, for example), and endow that with a topology. In this situation, we have the Bourbaki
idiom of a pair (X, 9O) consisting of a set X of points together with a topological structure O.

Classically, O is a prescribed family of “open” subsets of X that is closed under finite intersec-
tions and arbitrary unions, which locale theory re-axiomatised in the obvious infinitary algebraic
way. However, we may understand it more generally, to denote an abstractly sober object of our
category S that is intended to be the new notion of topological space. In order to regard 9 as a
topological space (UD, O) in the Bourbaki idiom, we need either to define what its underlying set
UD is to be, or to regard any set as a space (X, AX) with the discrete topology.

How can we reconcile this with saying that all topological spaces are sober? Quite easily: as
it says, this structure is a pair consisting of a set X and a (sober) topological structure 9. These
are linked by a function ¢ : X — ©. What sort of function? This depends on whether we reduce
9 to its underlying set, in which case 7 is any function between sets, or endow X with the discrete
topology, making ¢ continuous.

Remark 1.14 Writing £ and S for the categories of sets and of abstractly sober spaces (whatever
these may be) and A : £ — S for the functor that ends each set with its discrete topology, these
pairs (X, ©) form the comma category A | S, whose morphisms are commutative squares

AX, — L 9,

Af g
19

AX, (SN

where f: X; — Xoin £ and g : 91 — D5 in S. In locale theory, g is an abstract morphism of
locales, whose concrete manifestation is a homomorphism ¢* in the opposite sense of the corre-
sponding algebras.

Actually, Bourbaki spaces are not quite as general as this: since D consists of subsets of X,
the map ¢ : AX — O must be epi in the (weak) categorical sense. On the other hand, homotopy
theory makes use of a similar structure in which 4 is mono, namely when we specify a subset of
“base” points for a space [G]. Vickers’ category of topological systems [38] develops some of the
basic ideas of topology in this way, neither requiring the map to be epi nor mono, and taking S
to be the category of locales.

The comma categories A | S and £ | U are equivalent when A 4 U. They have been studied
and used extensively, and have a great deal of structure (limits, colimits and exponentials) that is



derived by standard abstract methods from the corresponding structure of £ and S [87, §7.7]. In
fact, it is £ that does most of the work in providing this structure in the comma category, which
explains why not necessarily sober spaces have so many of the properties of sets: as we said, they
are sets with topological decoration.

In conclusion, when we wish to “equip” a pre-existing set X with a topology 9, we do so by
providing a function X — . The confusion that arises from non-sober spaces is attributable to
the fact that we have a composite construction: we should recognise it as such, and not import
set-theoretic clutter into topology itself.

Subspace topology and injectivity
Injectivity of 3 or subspace topology

Abstract Stone Duality

Remark 1.15 ASD is a re-axiomatisation of topology that is based on the ideas that we have just
set out. It is called after Marshall Stone because it was he who first told us that mathematical
objects (even those that arise from discrete algebra) should be regarded routinely as topological
spaces, and not just as sets. The way in which we ensure that subspaces have the subspace
topology was also conceived as an abstract formulation of Stone duality.

Because ASD has a different co-ordinatisation of the subject, it draws its boundaries in differ-
ent places from the Bourbaki theory. The concluding discussion of this paper suggests that the
extended boundaries of ASD and of traditional topology lie in roughly the same place, but their
precise location will be subject to the same uncertainty until we have developed more applications
of topology of this generality.

What is clear is that, since ASD is formulated in terms of exponentials that do not exist in the
category of Bourbaki spaces, the boundaries of these two approaches cannot coincide. To achieve
a match, we must either

e impose a very drastic constraint on S, leaving just locally compact locales, or

e extend the theory to include objects that are far too complicated to correspond to Bourbaki
spaces or locales, but then concentrate on a subcategory £ C S consisting of relatively simple
objects, showing that this (rather than the whole model) agrees with the traditional theory.

This sets us two different mathematical tasks, but much of the reasoning that we use to accomplish
these tasks is common to both of them: they will diverge only in Sections [[Tff.

Remark 1.16 Whilst ASD seeks to re-axiomatise general topology, Examples [1 and [L§ show
that its core ideas are shared by broader notions of “space”, of which sets and posets are other
examples. It is Scott continuity that distinguishes “topological” spaces from other kinds, but the
relevant axiom is only invoked quite late in the theory. There are also intermediate examples
in which the finite intersections of topology are replaced by intersections that are indexed by
sets of cardinality < N for suitable cardinals R, but we leave the interested reader to investigate
N-topology.

The examples that the theory set out in this paper encompasses are summed up by the following
table. The rows list the cases of set theory, order theory and topology; in all but the set-theoretic
case all morphisms preserve the order defined by the lattice structure on 3, whilst in the set-
and order-theoretic cases all objects are equipped with a “universal quantifier” that makes them
compact. CCD is the category of (constructively) completely distributive lattices; the category
Pos is non complete with respect to our notion of subspaces with the subspace topology, and
CCD® is its completion.

The columns, which we refer to as sttuations, correspond to the choice between the minimal
theory (of locally compact spaces) and the extended one that we have motivated. Notice that



this distinction does not apply to sets and posets.
minimal extended

Set or topos

Pos c CCD®?

} all objects are compact

all maps are monotone N-LKLoc | R-Sob C S
LKLoc Sob C S

Intrinsic and imposed structure

Remark 1.17 In the process of recovering locales and Bourbaki spaces from our axioms, we
reverse the usual relationship between sets and other mathematical objects, in which the latter
are manufactured from set-theoretic ballast.

Since we axiomatise the category S of spaces directly, its objects carry their topological struc-
ture intrinsically, by virtue of belonging to the category. Amongst this generality of spaces, we
identify first the subcategory & of “sets” and then a larger subcategory £ that is (in one situation)
like the category of “locales”.

In order to study the relationship between £ and the categories of locales and of Bourbaki
spaces over £, we must of course also define the latter. This is done in the usual fashion: the
objects have carrier “sets” chosen from &, on which structure (that of infinitary algebras) is
imposed, in the sense that it must be given in addition to the carrier set.

In order to follow our argument in this paper, it is therefore crucial to understand this distinc-
tion between intrinsic and imposed structure.

Structure is being imposed whenever we formulate a definition such as that “a widget is a set
equipped with ...” in mathematical discourse, for example when a Bourbaki space is defined as a
set (of “points”) together with a collection of its (“open”) subsets. I have described this kind of
topology as “chipboard” (sawdust plus glue), whereas ASD is about “real wood”. Bourbaki’s [d]
is the canonical account of imposed structure as a foundation for mathematics.

In contrast, the quantifiers and equality predicates that we shall introduce are intrinsic struc-
ture on the objects that we shall call overt, compact and discrete. The use of intrinsic structure
was pioneered in synthetic domain theory. In that subject there is, for example, and object w
whose definable elements are 0, 1, 2, ..., oo, and form an ascending sequence according to the
intrinsic order [36]. The usual arithmetic order on N, by contrast, is imposed.

This distinction will start to play an important part in Section B, where we study the underlying
sets  and QX of the Sierpiriski space 3 and the topology ¥ of a space X.

Translating our results back to the traditional theory

Once we have shown how locales and Bourbaki spaces are embedded as subcategories of our newly
axiomatised category S of generalised topological spaces, we may, on the face of it, deduce the

Theorem 1.18 Any theorem of the complete or exact ASD A-calculus whose types lie in LNP or
L is valid in the categories of sober spaces or locales respectively. By this we mean, strictly, that:
e if a term is well formed in the calculus for S, and the types of the term itself and of its free
variables all lie in £ NP or L, then that term denotes a morphism of Sob or Loc, and
e if any two such terms are provably equal in S then the corresponding morphisms are equal in
Sob or Loc.
The ASD literature has already shown that a great many topological ideas can be expressed by
such terms and equations. O

Remark 1.19 Unfortunately, there is a catch: in principle, the additional assumptions from which
we have reconstructed Sob(£) and Loc(€) over the topos € may prove additional theorems about



€ itself. At worst this may make the whole theory inconsistent, but, short of that, could restrict
our ability to substitute particular toposes for £. In other words, there is an issue of conservativity.
We can tackle this either

e semantically, by finding a model over an arbitrary elementary topos, or

e syntactically, using proof theory to formulate a normalisation theorem for proofs in the cal-
culus.

Until this problem has been solved, our results remain “experimental”, but I am confident of
being able to find a model of the axioms as set out in this paper. On the other hand, these axioms
are not intended to provide the definitive axiomatisation of the new category of topological spaces,
and it may be much more difficult to find a model of the extended theory that I have in mind.

Remark 1.20 This brings us full circle, back to the cartesian closed extensions of the traditional
category of topological spaces. There are essentially two of these: Martin Hyland’s filter spaces
[[3] and Dana Scott’s equilogical spaces [B], but Giuseppe Rosolini embedded them both in the
exact completion of Sp [31]. However, all of these categories contain highly non-sober spaces
and subobjects U C X for which XV is larger than ©%. These objects are “builder’s rubble” —
left-overs from the process of construction and not part of the architect’s plans — which we have
to clear away.

Nevertheless, these categories are cartesian closed, and they contain Sob(&), which is enough.

From any category Sy satisfying Axiom [, we can construct one for which (=) 4 %(=) ig
monadic: it is simply & = A°P, where A is the Eilenberg—Moore category for the monad on Sy
[B].

We have to check that the sober topological spaces in the traditional sense are sober in Sy in
the abstract sense of Axiom B-J. Then the full subcategory Sob(£) C Sy is embedded unscathed
in §, where ¥ continues to enjoy its lattice structure, the Euclidean and Scott principles, and
injectivity in £. The underlying set axiom also holds in Sy and S.

Hence we have a model of all of the Axioms up to B-24.

But it may contain Loc(£) too, i.e. ¥ is exactly injective (Theorem [2.9). This would follow
from the property that X € obl = £X € obP.

2 The underlying set functor

Abstract Stone Duality, as it has been studied in previous papers, has given an account of com-
putably based locally compact spaces [G]. The way in which the earlier theory ensured that
subspaces carry the subspace topology has to be strengthened, i.e. made to apply to more general
subspaces, in order to extend the theory beyond local compactness.

However, since locale theory and Bourbaki spaces are formulated in the text books over a
set-theoretic base, or over an elementary topos, we add another “underlying set” axiom that has
no computational interpretation. In fact, we have already used this in Remark [T4 to recover
non-sober spaces from a theory of pure topology in which all spaces are sober.

Remark 2.1 In topological language, here is the central idea for the additional axiom. Recall
that, classically, the category of (not necessarily Ty) spaces is related to the category of sets by

the adjunctions
Sp

discrete | | - | indiscriminate

Set

where the middle functor yields the underlying set of points of a space and the other two equip
any set with its greatest and least topologies. On the left is the discrete one, in which all subsets
are open. On the right is the indiscriminate one, in which only the empty set and the whole space



are open. However, the rightmost functor no longer exists if we require the spaces to be Ty or
sober, so it will not feature in this paper.

Remark 2.2 Although abstract Stone duality is formulated without any reference to “sets” at
all, the full subcategory & C S of overt discrete objects has emerged as the replacement for the
category of sets in various roles in general topology. The inclusion of this subcategory corresponds
to the leftmost of the above functors, so we consider the hypothesis that this inclusion have a right
adjoint.

Remark 2.3 We find in this paper that adding this hypothesis to the axioms of abstract Stone
duality as studied elsewhere in the programme, together with others about subspaces, precisely
recovers the theories of locally compact, spatial and general locales over &.

That is, apart from the fact that the topos &£ is itself constructed from the axioms. In other
words, the elementary theory of toposes [23, 24] is essentially a part of our theory.

This is not the usual situation in a mathematical discourse, where the foundational system
(whether it be Set, another topos, traditional set theory or a type theory) is an assumption,
albeit a silent one. However, those who have studied constructive systems and compared them
with their classical counterparts have learned that the latter must be observed in their native
habitat, for example Bourbachiste topology has to be done in the context of the axiom of choice.
In other words we must be holistic, taking the mathematical structure and its foundations together.

If, therefore, you require locales over a particular topos & (such as the one that you choose
to call “Set”), the theory has to be extended with base types, constants and equations that force
&~ 50.

Remark 2.4 More significantly, the infinitary joins that are needed to axiomatise either traditional
topology or locale theory are also a consequence of the axioms, and not a part of them. This is
the sense in which the new axiomatisation deserves to be called elementary. In fact, the logical
power of the theory (powersets in the topos, and the infinitary joins) arises out of the “underlying
set” axiom.

Remark 2.5 The “underlying set” axiom is also equivalent to saying that the category S of
“spaces” is enriched in or locally internal to the category £ of “sets”, i.e. that the hom-objects
S(X,Y) belong to £. (In particular, we say that S is locally small when S(X,Y) € Set.) The
“underlying set” is a special case, UY = §(1,Y), and we derive the functor S(—, =) : SP xS — &
from U:S — & in Theorem B@.

Remark 2.6 Enrichment of S in &y is needed before we can define sheaves or “variable sets”
over S, where the “sets” are to be objects of &. This question is of interest because sheaves
provide one of the techniques that have been proposed for extending the category of spaces or
locales, for example in order to obtain a cartesian closed category. Of course, there’s no problem
if we have & = Set, but then we’re hardly getting very far away from the classical situation. If
we want the subcategory £ C S of overt discrete spaces to play the role of & then & must be
E-enriched, so the “underlying set” functor must exist, £ itself must be a topos,

Recursion

Remark 2.7 Abstract Stone duality is a re-axiomatisation of general topology that is intended
to unify it with recursion theory. Its motivation was to make bi-directional the connection that
Dana Scott made with programming languages via denotational semantics. The category defined
by the term model has been shown to be equivalent to the category of computably based locally
compact spaces and computable continuous functions [G].

To do this, the new recursive theory of topology must, of course, be logically much weaker than
the traditional one. In this paper, on the other hand, we identify the additional ingredient that is



needed to make ASD equivalent to standard topology, or rather to an extension of intuitionistic
locale theory over an elementary topos.

As far as the development of ASD in itself is concerned, this paper investigates a natural way
in which its spaces can be assigned “underlying sets” such as they have in other theories. However,
this investigation also provides the precise connection with some of those other theories. Curiously,
the boundaries of those theories (locales and sober spaces) turned out to be like “reflections” or
“shock waves” from the boundary of the “underlying sets”, in the sense that the axioms which
secure the connection as far as those boundaries become impotent immediately outside them.

In particular, we would like a “recursive” version of the theory, i.e. not involving the “under-
lying set” axiom. As we shall see, this axiom is implicit in the statement of injectivity, which as
it stands cannot be extended (much) beyond L. So injectivity needs to be replaced by a more
sophisticated property, for which we make a proposal in Section [[4.

The “underlying set” axiom is also computationally unacceptable.

and we have lost the intended unification with recursion theory.

Remark 2.8 As well as enlarging the classes of spaces and continuous functions to include non-
computable ones, the extra feature adds more proofs. In particular, it has the effect of replacing
the intensional equality of the recursive theory (in which programs have to be specified, at least up
to provable equivalence, in order for things to be considered “computable”) by the more traditional
extensional equality.

Since the “underlying set” that this right adjoint assigns to any space lies in the subcategory
of overt discrete objects, it is equipped with an equality test and an existential quantifier.

Remark 2.9 But the purpose of abstract Stone duality was to unify general topology with
recursion theory, and in particular to legitimise the class of recursively enumerable subsets as a
(indeed, the) topology on N. This cannot have an “underlying set”, because the equality operation
on that space would solve the Halting Problem. The new axiom would, therefore, not be an
acceptable addition to the principal version of the theory.

Generally speaking, moreover, although the structures that we discuss in this paper, especially
in Section [ (Heyting implication, direct image, arbitrary joins), are very familiar from the liter-
ature of locale theory and categorical logic, they are just the structures that are forbidden in the
main (recursive) version of ASD, which must therefore be developed using different techniques.

Footnotes

The fact that our central idea is that sets with equality form a coreflective subcategory of the
category of spaces brings to mind some other points of view that have arisen in the background
to this subject, which we pause to consider.

Remark 2.10 In set theory the axiom of extensionality, though it may appear innocuous to
the naive observer, actually carries much of the force of the theory. Dana Scott showed [8Z],
for example, that Zermelo—Fraenkel set theory (ZF) without extensionality is provably consistent
within Zermelo set theory (Z). (Recall that ZF is Z plus the axiom of replacement.)

Remark 2.11 When well-foundedness is presented in categorical terms using coalgebras, the
extensional ones form a reflective subcategory, but the axiom of replacement may be needed to
construct the reflection functor [87, Exercise 9.62].

Remark 2.12 In synthetic domain theory the category of predomains is a reflective subcategory
of some topos, where here the topos is coreflective in the category of spaces. Beware that some
of the remarks in the (historically) first paper on ASD, Geometric and Higher Order Logic [C)],
were written with that situation in mind, rather than the present one. This applies specifically to
2.10(b), 2.13 and especially 8.9 in that paper.



Nevertheless, the present paper follows on very closely from that one, which you would be
well advised to have to hand. It tidies up a few of the many loose ends, developing in particular
Remarks 6.14-15 from there.

3 Axioms

For the sake of brevity, we state the axioms here in categorical form, and develop the standard
examples and theory from them in the following sections in the same way. But we then introduce
a symbolic language for the “underlying set” axiom in Section [1. Such languages corresponding
to the other categorical axioms (1-6) are summarised in [B, §8].

The correspondence between type theory and category theory is explored in my book.

In order to emphasise the importance of certain axioms of ASD that other authors have chosen
to omit from their systems, we mention a few of their “higher level” consequences, or present them
as equivalences (in the context of the preceding axioms) with other principles of categorical logic.

Monadic structure

Axiom 3.1 Throughout, let S be a category with finite products and a pointed object T : 1 — 3
such that the exponential ¥ exists in S for every object X € obS.

This structure can equivalently be expressed symbolically by a simply typed A-calculus in
which the formation of function-types and A-abstraction is restricted [A, §2]. Topologically, X%
will be the lattice of open subspaces of X, where (the carrier of) this lattice is itself considered
as another “space” (object of S), not as a set. We shall usually write X for ¥, and ¥"X for
iterations (“towers”) of this functor.

Lemma 3.2 £(5) 4 25, where the unit is  : X F 9z = Ad. ¢z : 2= . O

Axiom 3.3 Every object X € obS is sober in the sense that the diagram

X nELX

X DIED. ¢ X

SYnX

is an equaliser in S.

The intuition is that an object is sober when it is determined by its topology. Classically, this
means that we may recover a point as the “limit” or “focus” of its Scott-open prime filter of open
neighbourhoods. Categorically, the topology functor (7 is faithful and reflects invertibility.

The symbolic calculus for this adds an operator called focus [Al, §8], which we shall use in
Remark B-3. In the context of the lattice structure, sobriety of N is equivalent to definition by
description [Al, §§9-10], and to general recursion [D].

Definition 3.4 A mapi : X — Y is called a ©-split inclusion if there is some map I : &% — TV
with ¥? - I = idy,x. For example, nX is ¥-split by XX . The endomorphisms of XY that arise as
I - ¥ can be characterised by a certain A\-equation [B].

Axiom 3.5 The self-adjunction (=) 4 2(=) is monadic.

By Jon Beck’s famous theorem characterising monadic adjunctions, this says that (all objects
are sober,) certain equalisers exist in S and that (=) takes them to coequalisers.

More formally, every endomorphism of XY satisfying the A-equation that we mentioned actually
defines a X-split subspace. There is a symbolic calculus for this [B, §8], but we shall (largely) avoid
using it here.

Topologically, this provides certain subspaces and ensures that they have the subspace topology.
A significant example of the importance of this in the recursive version of the calculus is that the
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closed real interval [I] and Cantor space (2V) are compact, whereas they fail to be so in other
systems of recursive analysis.

It turns out, however, that we shall need to strengthen (NB not alter) the monadicity require-
ment in order to capture more general topological spaces.

This much is already enough to prove a basic property that any category of “spaces” ought to
have.
Theorem 3.6 The category S has stable disjoint coproducts [B, §11]. O

A summary of the type-theoretic formulation of these axioms is given in [B, §8].

Lattice structure

So far we have said nothing to identify ¥ as a special object of the category S. Indeed, any set
with at least two elements satisfies the axioms stated so far in the case where S is Set and obeys
the axiom of choice. It is the next property that makes it the “set of truth values”.

Definition 3.7 T :1 — X in S is called a dominance [30] [B7, §5.2] if
(a) the pullback of T:1 — ¥ along any map ¢ : X — ¥ exists in S

U 1

]

¢
(G

(in this case we say call 7 an open inclusion and say that ¢ classifies it);
(b) if ¢,7 : X = X classify isomorphic inclusions ¢ : U — X then ¢ = v; and
(¢) ifi:U — Vand j:V — W are open inclusions (classified by ¢ : V — X and ¢ : W — 32
respectively) then so is j-i: U — W (and we write 3¢ : X — ¥ for their classifier).
Notice that T-!x : X — 1 — ¥ classifies idx, and ¢- f : Y — X — ¥ classifies the pullback f~1(4)
of i along f: Y — X.

X

Theorem 3.8 If T : 1 — ¥ is a dominance then there is a (unique) binary operation A : ¥x¥ — 3
such that (X, T, A) is an internal semilattice satisfying the Fuclidean principle

oc:%, F: X + o ANFo = o ANFT.

Conversely, given such a Euclidean semilattice, Axiom B-j provides the open subspace i : U — X
that is classified by any given ¢ : X — %, as an equaliser. Moreover, since (7 takes this equaliser
to a coequaliser, U has the subspace topology (the lower subset XX | ¢).

Indeed, for any such open inclusion i : U < X, there is a map 3; : XY — XX that satisfies
3, 4 X% and the Frobenius and Beck—Chevalley equations [, Sections 2-3]. O

We take as another Axiom the equivalent conditions of this Theorem.
Definition 3.9 An object N € obS is called discrete if the diagonal subspace N C N x N is
open, in which case we write (=) for the classifying map [, Section 6].

N 1

_

(=n)

N x N by
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Definition [[1]] says the same thing symbolically.

Definition 3.10 An object X € obS is called overt if ¥'x : ¥ — %X (where !x is the unique
map X — 1) has a left adjoint (written Jx) and compact if there is a right adjoint (Vx). The
Beck—Chevalley laws, which allow substitution under the quantifiers, are inherited from the corre-
sponding property of the A-calculus, whilst the Frobenius law for Ix follows from the Euclidean
principle [0, Section 8]. Definitions [[-2H7-3 provide the type-theoretic rules for the quantifiers.

Notation 3.11 We write £ C S for the full subcategory of overt discrete objects, and I C & for
those that are also compact. We typically use N and M (and Q) for overt discrete objects, as
these are the topological properties of N, though “uncountable” sets are also overt discrete.

A summary of the type-theoretic formulation of these axioms is given in [I].

The minimal and other situations

Definition 3.12 In the minimal situation, each object X € obS is a Y-split subspace of some
X = %V with N overt discrete. This says that S contains only the objects that are generated
from overt discrete ones by means of exponentials X(~) and monadicity (Axiom @) Minimality
is consistent with the existence of exponentials because, in topology and the other examples, each
¥=" is a retract of some LM (¢f. Corollary )

The fact that we obtained locally compact locales as the outcome of [G] is directly attributable
to this axiom, and not, as certain people have claimed, to the assumption that all exponentials
¥X exist, or to monadicity.

Lemma 3.13 In the minimal situation, each object X is an equaliser X — LV = M with N
and M overt discrete.

£ \D. BE R
»N T YYEN
£ AD. I(D - )¢

X »M

Proof Using Definition both for X itself and again for ZZN, let i: X — 3N with V- T =
idy,x and j : ©XYN - 3™, Then, since X is sober (Axiom B.J), the diagram above is an equaliser
[B, Section 4]. O

Notation 3.14 In general, let £ C S be the full subcategory of objects that can be expressed
as equalisers X »— XV = ©M with N, M € ob&. The sets N and M behave as “generators”
and “relations” respectively for the algebra ¥, which is the coequaliser of »=V = 5= in the

category of algebras, n=Y being the free algebra on N. Corollary @ provides a canonical choice
for N and M.

The underlying set functor

Theorem 3.15 In the minimal situation, the following are equivalent:
(a) & C S is coreflective, i.e. the inclusion has a right adjoint U : § — &;
(b) S is E-enriched, so there is a functor S(—,—) : S® xS — &

with S(I' x X,Y) 2 S(X,Y)! for I’ € ob€ and X,Y € obS;
(¢) & is an elementary topos.
Without minimality, (a) and (b) are still equivalent and imply (c), but (c) only provides a right
adjoint £ — & (not S — &) and gives £ an E-enriched structure.

Coreflectivity means that for every object X € obS there is a couniversal map ex : UX — X
with UX € ob€&, i.e. any map I' — X with I" € ob€ factors uniquely asI' — UX — X. Notation [(-4
expresses this type-theoretically.

12



Again we take as an Axiom the equivalent conditions (a,b) of this Theorem. One effect of it
is to emphasise certain objects of the category:

Definition 3.16 An object X € obS has enough points if the counit ex : UX — X is epi. We
write P C S for the full subcategory of such objects; Lemma [[.§ gives some equivalent properties.

Most of the development of this paper is also valid in Set and CCD — although the topo-
logical case is much more challenging. The recursive version of the theory may also have other
applications, but the “underlying set” axiom has a consequence for the elementary structure of
the theory which means that, qualitatively, it only applies to these three cases:

Proposition 3.17 ¥ is a distributive lattice.

Proof Any coreflective subcategory is closed under (colimits, but in particular) finite coproducts,

which § has by Theorem or, more simply, because S°P is monadic over S, which has finite

products. Thus 0 and 2 are overt, and their existential quantifiers are L and V respectively [O,

Proposition 9.1]. We give a more detailed symbolic proof of this result in Section B. O
A new type-theoretic formulation of these axioms will be given in Section [q.

Continuous structure

Only in Section do we specialise to the topological case, but for completeness here is the
axiom that does this. Even when we do specialise, it is largely so that we can use the traditional
vocabulary in more or less its standard sense. We make surprisingly little use of the axiom: most
of the structure that we develop after invoking it is not contradictory but redundant in Set and
CCD.

Theorem 3.18 In the minimal situation, S is equivalent to the category of locally compact locales
over & iff it satisfies the Scott principle that, for each N € obé&,

YN, £:XN F & = KN. d(An.n € ) AVn € L. &n,

where KN denotes the free semilattice or Kuratowski-finite powerset of NV in the topos £.

As the other ASD literature shows, many of the familiar ideas in topology, domain theory and
real analysis can be developed from three special cases of this principle:

Corollary 3.19 With N =1, so KN = {0, 1}, we obtain the Phoa principle [0, §5],
F:¥* ¢6:% F Fo = FLVoAFT,
which combines the Euclidean principle (Theorem B.g), its lattice dual,
cVFo =0V F1,

and monotonicity of F'. Then 1 : 1 — ¥ is a dominance like T, the subspaces that it classifies
being called closed. O

Corollary 3.20 Let A=Y andT'F F: A% Then T a = 3n. F*L : A is the least (pre-)
fized point of F in the sense that ' + Fa = «a and

'-8:4 TFFB<pB
'Fa<pg

Corollary 3.21 Semicontinuity from [I].
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Cartesian closure and injectivity

In the topological case we want to go beyond the minimal situation, but we then need some more
axioms. According to categorical orthodoxy, the first of these should have been part of Axiom [[.

(We ask for general equalisers in S only in the following result. For the main development of
the paper in the complete situation, we require equalisers only in £. I will revise this when I am
sure whether or not the model that I have in mind has general equalisers.)

Theorem 3.22 If S has equalisers then it has all finite limits, colimits and exponentials Y,
i.e. it is cartesian closed.

Proof Any finite limit can be calculated using products and equalisers. Then since S° is
monadic over S, it “creates” finite limits, so S has colimits (this was Paré’s motivation [29]).
Sobriety expresses any object Y as an equaliser of powers of ¥ (Axiom B.J); then for another
object X we may form the diagram

X E(EWY X X)

Z(ZEZY x X)

X
77221/

and verify that its equaliser also enjoys the universal property of the required exponential.
John Isbell [IH, 6] used essentially this idea to define a topology on the set of continuous
functions X — Y. It also provides the “continuation passing” interpretation of functions. O

Definition 3.23 The object X is injective (with respect to regular monos in £) if, for any
equaliser diagram in £ and ¢ : U — X, there is some ¢ : X — X with ¢y = ¢ - 4.

Y

The Sierpinski space has this property in the categories of T topological spaces and of locales.
Another way of saying this is that U has the subspace topology: every open subspace ¢ of U
is the restriction ¢ - i of some open subspace ¢ of X. This is important not only in topology but
also set theory and order theory: the subobject classifier is injective in a topos or CCD®P.

In fact there is a good reason why the Sierpinski space fails to be injective in cartesian closed
supercategories of spaces (Section [[4), and this is why we only assert this property for £ rather
than S. Loc has a stronger property called exact injectivity that we shall explain in Defini-
tion [CXR.

Summing up these additional axioms, we make

Definition 3.24 In the complete and exact situationsf], £ has all finite limits (i.e. equalisers
as well as products and the other Axioms named above) and ¥ is (exactly) injective in L.

Theorem 3.25 Our main results about the complete situation are that

(a) L is reflective in S (Section [3);

(b) L°P is a full subcategory of the category of algebras for a monad over £ (Section ).

In the topological case these algebras are frames, so

(¢) L C Loc(€) (Section [[) and

(d) LN P is equivalent to Sob(E), the category of sober topological spaces or spatial locales;

(e) in the exact situation £°P is monadic over &, so £ ~ Loc(&) (Section [2). O

! Please do not use the words minimal, complete and ezact elsewhere (especially complete): their purpose is
merely organisational within this paper. You should refer instead to “Taylor’s synthetic characterisation of locally
compact, spatial or general locales” or similar.
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4 Semantic examples

Example 4.1 S may be the classical category of sets and functions, with ¥ = {T, L}. More
generally, S may be any elementary topos, with ¥ = Q.

This is Paré’s theorem [29], and is treated in [0, §11]. It “cuts short” the theory in this
paper, since all objects are overt discrete: X =& =L =P =8, A=U =id and € = id. The
requirements of the minimal, complete and exact situations are all met: all equalisers exist, all
monos are X-split, and X is exactly injective.

Examples 4.2 The topological case is characterised by the Scott principle (Theorem B.I1§), and
K is the class of Kuratowski-finite objects. There are three sub-cases: the minimal, complete and
exact situations, of which we consider the last two in the next section. The first can itself be
presented in two ways, with or without the axiom of choice.
(a) S may be LKSp, the classical category of locally compact sober spaces, and ¥ the Sierpinski
space. Then the topos £ is again Set, which must satisfy Choice.
The inclusion functor A endows any set with its discrete topology, whilst the right adjoint
U yields the underlying set (of points) of any locally compact space [A, Theorem 5.12]. The
counit ex : UX — X is epi for all X € obS, so P =S, and U is faithful.

(b) S may be LKLoc, the category of locally compact locales (i.e. the opposite of the category of
distributive continuous lattices and frame homomorphisms) over an elementary topos. Now
¥ is the free frame on one generator [B, Theorem 3.11].
Then £ is equivalent to the given topos and, for N € ob&, AN is the powerset P(N) considered
as a frame. Conversely, UX is the set of “points” of the locale X € obS, in the sense of locale
theory, i.e. homomorphisms from the frame (corresponding to) X to X [IR, §IT 1.3-7]. This
functor (the right adjoint to A) exists in general in intuitionistic locale theory, but it is only
faithful if we assume the axiom of choice.

Remark 4.3 Whereas countably (or rather recursively) based locally compact spaces or locales
form a model of the recursive version of ASD [G], with the “underlying set” axiom, Set has to be
a subcategory, so the category must include spaces of arbitrary cardinality too.

We need a couple of results in the standard formulation of the category LKLoc(E) of locally
compact locales over any elementary topos £ in order to connect this category with our new
synthetic formulation in Section [].

Lemma 4.4 Let N be a set (object of the topos £) and AN the corresponding object of § =
LKLoc(€) as above. Then AN is overt discrete.

Proof Its usual external (=n) and Iy provide the required internal structure. O

Proposition 4.5 Let (4, <) be a complete lattice in £. This is a continuous [[7] frame iff there
is a set N € ob& and there are functions

J

A TKN

<—

H

such that J preserves directed joins, H preserves finite meets and arbitrary joins and H - J = id4
[&, Theorem 5.10]. O

Proposition 4.6 All overt discrete objects of LKLoc are sets.

Proof By the previous result, any locally compact locale X can be represented as X — £V in
LKLoc(&) for some N € obE. Now, if X has internal structure making it overt discrete then it
is the quotient of N by a partial equivalence relation [, Proposition 7.1], and therefore X is a
set too. U
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Example 4.7 Consider the subobject classifier with its order: this classifies upper subsets of
posets. However, Pos itself does not obey the monadic property: we have to “complete” it to
S = CCD®P, where CCD is the category of (constructively) completely distributive lattices and
their homomorphisms [Z6]. In this representation, ¥ is the free such lattice on one generator.

Now & is the base topos and AN is the powerset of NV, considered as a completely distributive
lattice. UX is the set of complete lattice homomorphisms from X (qud lattice) to X. Again the
mimimal, complete and exact requirements are all met (£ = S), but P C S is Pos € CCD®".

The characteristic property of this example is that every object is compact (K = £). However,
to develop our type theory and so recover CCD®? from the axioms, we require compactness of
“dependent types”, which can be avoided in the topological case (Remark B:I0). The study of
CCD*® is therefore outside the scope of this paper.

There is a family of models that “interpolate” between the topological and order-theoretic
models, which are the extreme cases X = N and oo respectively.

Example 4.8 Let X be a regular cardinal. What we mean by this categorically is a class L C & of
sets that includes 0 and 2, is closed under isomorphism, products and quotients, and also under
unions indexed by members of the class [I9]. The finite meets in the definitions of topological
spaces, locales and local compactness may be generalised to those indexed by object of size < N
(or belonging to K), and the resulting locally N-compact locales provide another minimal model.

These examples share a great deal of theory in the traditional presentation, notably the adjoint
direct and inverse image operators corresponding to each map in the category (Section J). We too
shall find that they develop naturally in parallel, so we postpone the “Scott continuity” axiom until
the end. Our techniques could therefore be applied to the somewhat less familiar CCD®P, which
has hitherto been studied using lattice-theory and adjunctions, rather than either topological or
symbolic methods.

Remark 4.9 It would also be possible to develop abstract Stone duality (with the monadic and
Euclidean axioms) for models based on stable domains [0, Example 4.5] or maybe other treatments
of sequential functions. In this case ¥ does not have binary joins. Hence by Proposition B.I7 there
is no “underlying set” functor, and S is not £-enriched. But as £ doesn’t even have coproducts,
maybe it is unsuitable as a category of “sets” anyway. O

5 The topos of overt discrete objects

We now begin the reconstruction of the traditional categories of spaces from the axioms in Sec-
tion B, starting with the category of “sets”. Specifically, this section proves Theorem BI3, that
the full subcategory £ C S of overt discrete objects is a topos iff it is coreflective (in L£).

However, the greater part of the proof was already in [(J], which culminated in the blunter
result that S itself is a topos iff all objects are overt and discrete, i.e. £ = S. In particular, we
rely heavily on the result proved there that any mono from an overt object into a discrete one is
an open inclusion.

We begin with the proof of [J, Lemma 3.9(d)], which was missing,.

Lemma 5.1 Let V <+ U '+ X be classified by v : U — ¥ and ¢ : X — X respectively.
Suppose E : XU — X satisfies ¢ < ¢ = E¢ < E¢, ¥ - F = idyv and E - X = (=) A ¢. Then

16



Ev classifies V — X.

F .,
5w \
FEN
Vv 1 1
'._... al J
uy
T 7 T
]
U v Y 1
[
1 T
¢
— X VI )Y
Ey

Proof Letz:I' — X form a commutative square to test the pullback of T and E, so Ev-x =
T:T— X%,

But EyY < ET = ¢, s0 ¢ -x = T also. Hence we have a mediator u : I' — U to the pullback
along ¢, such that x =7 - v and the composite

; E
r— % .y "' . x ¥

by

is T. But Ev -i = Y¢(Ew) = 1, so u forms a commutative square testing the pullback along 1.
Hence it has a mediator v with u = j - v.

Then x =4 - j - v is the required mediator to the pullback along E, and is unique since i - j is
mono. O

Proposition 5.2 £ C S is closed under finite limits.

Proof In the following, the numbers refer to Propositions in [(J].

(a) 1 is overt [8.3(a)];

(b) 1 is discrete [6.11(a)];

(¢) if X and Y are overt then so is X x Y [8.3(b)];

(d) if X and Y are discrete then so is X x Y [6.11(¢c)];

(e) pullbacks at discrete objects exist in S, even in the minimal situation [10.1];

(f) if U — X is mono and X is discrete then so too is U [6.11(e)];

(g) if U — X is an open inclusion and X is overt then so too is U [8.3(c)]. O

Proposition 5.3 Any mono i : X — D from an overt object to a discrete one is an open inclusion.
[Q, Sections 8,10; Corollary 10.3]. O

Theorem 5.4 If A 4 U exists then £ is an elementary topos.

Proof We shall show that UXY is the powerset of Y € ob&. Given that £ also has finite limits,
by [2, Section 2.1] this is sufficient to make £ a topos, with subobject classifier Q = U,

Let i : R — X XY be any mono in £ (a “binary relation” from X to Y'). As this goes from
an overt object to a discrete one, it is an open inclusion in S, and is therefore classified by some
unique ¢ : X xY — X

R

_

XxY by
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Using the exponential transpose, ¢ : X — XY, this square factorises into the two pullback squares
at the back of the diagram

R (€¥) — 1
_\ Q/\ /
i (ey) 1 T
|
XXxY —|—YVx2 —| —» %
o S A
Y x Uz ux

Since U is right adjoint to a full inclusion, it preserves the objects of the subcategory, together
with, 1, x and pullbacks. Applying U to the squares at the back of the diagram, those at the
front (from R to UX) are also pullbacks, where

() = U(e}) — Y x uxY¥

is therefore the generic binary relation on Y, as required. U

Theorem 5.5 Conversely, if € is a topos then the inclusion &€ C £ (or & C S in the minimal
situation) has a right adjoint.

Proof The generic subobject T : 1 — € in the topos £ is a mono between overt discrete objects
in S, which is therefore open and classified by some map ey : 2 = UX — ¥ by Proposition p.3.

In order to have A - U, maps I' — UXY (for ', N € ob€) must correspond to I' — XV and to
I'x N—3,and hencetoT' x N - UL =Q and to T’ — Q.

So we define USY = QN and egnv = &, for any N € ob€.

Note that I' x N — ¥ classifies an open subspace of the overt discrete space I' x N, which is
the same as a subobject of this object of the topos &£, and this is classified by I' — Q.

X N »M
._"\\\:\\\\3 4>1]
el
\\E\\\ \\\\\ 5%4
\ \\‘\A \\\\\A
Ux v oM
Us T’
v

The right adjoint U must also preserve equalisers. But any object X of £ is by definition an
equaliser of the form in the top row, so define UX as the equaliser on the bottom row.

Now let I' — X with I’ € £&. Then I' — X — X% corresponds to I' — QY and similarly the
common composite I' — 3™ corresponds to I' — QM. As the composites are equal, they factor
through the equaliser UX, which is therefore the coreflection of X € ob. into £. O

This construction does not extend beyond £ because the correspondence between I' x N — X
and I' x N — UX = Q requires N to be overt discrete. The generalisation of this property to
arbitrary N € obS is essentially enrichment.

Theorem 5.6 If A 4 U then S is £-enriched, where
U(nszy)X

S(X,Y) — U((ESY)Y) T u((E')Y)
uEEpy)X
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is defined to be an equaliser in £, and S(I' x X,Y) = S(X,Y)! naturally in I' € obE and
X,Y € obS. (This equaliser is based on the same idea as that in Theorem B2, but in this case
it is calculated in &, so it is also valid in the minimal situation.)

Proof Using sobriety of Y (Axiom B.J), maps I' x X — Y in & correspond to I' x X — ¥?Y =
¥4Y with equal composites, and so to [ — LY *X — NEY XX Using U and the equaliser,
these correspond to maps I' — S(X,Y) in £. By a similar argument, maps I'' — S(T' x X,Y),
I'"xT — S(X,Y) and I" — S(X,Y)' also correspond bijectively, since £, being a topos, is
cartesian closed. O

Notation 5.7 We write QX = U(X¥) = S(X,Y) and, for f: X - Y in S,

Qf = f*

U : QY — QX in £

Although QY is the exponential QY within the topos £, when we try to extend its universal
property (i.e. the bijection between maps I' — QY and I' x Y — Q) to the larger category S, we
find that it only holds when I' and Y are overt discrete. So the property does not extend at all.

In the type theory that we develop for S in Section [, we shall therefore not use QY directly
as an exponential, but always via the adjunction A 4 U, so application and formation of terms of
type QY will always involve the new connectives (e and 7) explicitly.

Remark 5.8 As S is £-enriched, it would be possible to develop S as a fibred category over £.
Briefly, for N € ob€&, we define an N-indexed family of S-objects to be an (arbitrary) map X — N
in §. This is re-indexed along u : M — N by forming the pullback, which exists, even in the
minimal situation, since N is discrete.

Corresponding to this would be a symbolic calculus of dependent types n : N F X[n] whose
parameters are of overt discrete type.

We avoid doing either of these because both fibred categories and dependent types add sig-
nificantly to the notational complexity. These technologies have been employed to handle sums,
products, limits and colimits of “infinite” families of objects, but we do not intend to consider such
things in this paper. We do deal with joins of families of open subobjects of a particular object X,
but we can represent them by dependent terms of type £X or X (Remark B.9).

On the other hand, fibred category theory was originally introduced [0, Exposé VI] to model,
not set theory or symbolic logic, but the variation of combinatorial structures over geometrical
ones. Now that we are in possession of a type theory that is designed to do topology rather than
set theory, we can treat many of the issues that arise in that context in a notationally far clearer
way; for example [U] applies it to the solution of polynomial equations parametrically in their
coefficients. In a symbolic language it is of course very natural for terms to depend on parameters.
In Section [[( in particular, their types may in some situations be general (in §) and in others be
required to be overt discrete (in &).

Remark 5.9 What we lose by not introducing dependent types is the ability to discuss exponen-
tiable maps. However, a category of sober topological spaces cannot be locally cartesian closed,
since the epi N — w is not stable under pullback, where w is the domain of “ascending” natural
numbers with T = oo. This means that dependent types and their exponentials are not as simple
as type theorists and categorical logicians would have us believe — they are axiomatising set the-
ory, whereas we want to study topology. One must first identify particular classes of objects that
will be allowed as indices and fibres, or equivalently a pullback-stable class of “display” maps [37,
Chapter VIII]. Two obvious choices are general spaces indexed by overt discrete ones (which we
have just mentioned) and wvice versa (étale maps [20, §V 5]). Plainly an investigation along the
lines of [ZR] needs to be done separately from this one. Where it is appropriate to comment on
such matters, we shall do so in the traditional way in which concrete categories have been used
for semantics: We treat the display maps in detail first as maps, and then add informal remarks
about their interpretation as dependent types.
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6 Comparing the monads
Having identified the category “sets”, we can now look for the category of “locales”.

Notation 6.1 We have the following composition of adjunctions over a topos &:

> SOP

=) 4 n=)
Y S Q

AU

£ <
A covariant adjunction such as A + U has a unit and a counit, but it is convenient to regard the

composite adjunction between ¥ = £2(7) and Q = UL() as between contravariant functors that
relate S (not S°P) to €. Then, instead of a unit and counit, we have two units, called

E: X —-3¥0QXinS and t: N — QXN in &,

where N is overt discrete. The first is the double exponential transpose of € : QX = ULX — ©X,
whilst the second is obtained from ny : N — XX N using the coreflection A 4 U.

Remark 6.2 In this section we compare £°° and S°P with the category of algebras for the monad
over £. The main task is to investigate the correspondences amongst

(a) morphisms f:T' — X in S,

(b) Eilenberg-Moore homomorphisms X% — %' for the monad on & and

(¢) Eilenberg-Moore homomorphisms X — QI for the monad on &.

In fact, sobriety (Axiom B-J) already tells us that the first two are the same [Al, Theorem 4.10],
but only within £ do we obtain a bijection between them and (c). Also, instead of working with
FEilenberg—Moore homomorphisms, it is more convenient to work with their exponential transposes.

Remark 6.3 A map H : ¥% — XU is an Eilenberg-Moore homomorphism for the monad on S

iff its double exponential transpose P has equal composites

p nEnX

r Y¥YX

IHHHIE
nELX

and in this case P is said to be prime [A, §4]. But by Axiom B.3, X is the equaliser of this
parallel pair. Hence when P is prime it is of the form P = nx(a) for some unique T' F a : X, and
we write a = focus P [Al §8]. O

Remark 6.4 An Eilenberg—-Moore homomorphism QX — QI for the monad on £ can also be
expressed in this way, using its double exponential transpose @), which has equal composites along
the bottom of this diagram:

Y¥nX
nX il 4
X ¥¥X X
naXX
YeXX
0 YOEX
r )95.¢ YO¥XOx
EXOX

20



We shall say that P and @ are X-prime and $2-prime respectively. Since these two notions
correspond to the two equalisers, we have to show that the latter are are isomorphic. However,
this can only happen when X € obZ, since the lower equaliser is itself of the form LV = ©M with
N, M € ob€.

We start by proving the property for X = £V,

Lemma 6.5 In the following diagram, the two triangles (!) on the left commute, and both rows
are split equalisers.

PN 22)EN
YN " T 3EN < YN YN
YeXEN
SN YOEXN
YN SOEN «—XO%N—— SOSNOQYN
nN FYOEN

Proof Each row is the standard resolution of the free algebra on N with respect to the monad
in question. U

When we extend this result to subspaces i : X ~ %V in Proposition b.8, we shall need ¥ to
be mono. This is very easy in the minimal situation (but beware that we use both i and ¢).

Lemma 6.6 If i : X — Y is X-split mono (by I) then 3 is split mono (by XUIT). O

In the complete situation, on the other hand, we need injectivity of X.

Lemma 6.7 If i : X »— Y is regular mono in £ then Qi : QY — QX is split epi in £ and Qi is
split mono in L.

Proof ForanyI' € obf C L, themap ' x¢:I'x X »—T' xY is also a regular mono in £. Let
1 : I'x X — X be the transpose of eX X : ' = QX — X X. Then injectivity and the coreflection
provide the splitting of i, as illustrated by the dotted arrows.

QY
I'xY Qy _° sy
‘. P
b)) o I'x1 T --------- Qi 5
N ax —= X
Finally, any contravariant functor takes split epis to split monos. 0

Proposition 6.8 Any object X € obL (or X € obS in the minimal situation) is the equaliser of
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both parallel pairs in the top face of the following diagram.

X - i . YEX LENNX
v.. —_—
WEX
i @ . YOX SOSO0X
l el i
: N -
SN - AR T Y SN
s N SOSN SOSOSN
I |
SMo——— | | w3y — M
\ ~M\
SM € SOSM SOSOLM

Proof As X € ob., let it be the equaliser of XN = XM (down the left side). By sobriety, X is
also the equaliser of ¥2X = ¥*X (along the top), although we could deduce that by an argument
similar to the following one.

To test the other equaliser, let @) be an Q-prime, i.e. the composites along that row are equal.

The composites I' — XQXOYXN are also equal, by naturality of 3¢ and £X2 with respect to
i: X — XN. But XN is the equaliser of the middle front row, so we have I' — X N. As this
equaliser is split (Lemma [.7), this is actually given by composition: ZeN - 34 - Q.

Similarly, we have a unique map I' — XM, and therefore a map a : I' — X, since X is the
equaliser of XN = X M.

In the top left cube, we now have equal composites from I" to XQ2XN. Since XQX — QXN
is (split) mono by the preceding Lemmas, we deduce that the top square commutes, i.e. Q =
YeX¥ X (na). The mediator a is unique because X — QXN is mono. O

We shall prove the same result again symbolically in Proposition [[-11l.

Corollary 6.9 The minimal and complete requirements can be expressed canonically:

(a) if X — BN is Y-split then so is &xx : X — 2N

(b) if X ~— XN = ©M s an equaliser then so is X — XN = oM’

where N/ = QX and M’ = QXQX. O

Theorem 6.10 L°P (or S° in the minimal situation) is a full subcategory of the Eilenberg-Moore
category for the monad QX (—) over £.

Proof We have shown that X- and Q-primes are in bijective correspondence, and therefore so
too are the maps and homomorphisms in Remark [.2. O

Corollary 6.11 In order to identify the category £ (or § in the minimal situation), it suffices
to characterise the algebras QX and their homomorphisms f* = Qf = ULS for the monad on &.
(Remember that S can still be a topos or CCD®P until we assert the Scott principle in Section [[T.)

O

Corollary 6.12 Let f: X — Y in L. Then
(a) f is regular mono in L iff Qf is split epi in &, and
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(b) fisepiin L iff Qf is split mono in &, but
(c) for f € S we only have f epi implies Qf split mono. O

In the following sections we develop a symbolic calculus to exploit the “underlying set” axiom,
and then recover the traditional technology of inverse and direct images for (toposes, CCD®? and)
locales. We conclude the story of the identification of £ with LKLoc, Sob or Loc in Sections [[1]
and [A.

Remark 6.13 Beware, however, that the results that rely on the functor 2 only really apply to
the subcategory L. Although the hypotheses of most of the lemmas allow arbitrary objects and
morphisms of S, their results involve only £ or L. In particular, when Theorem [2:7 characterises
morphisms in terms of the traditional definition of continuity, it will require the source and target
to be spatial and localic respectively.

The other results appear to be more general because they actually tell us about the reflection
of § in L. This is obtained by forming, for any X € obS, the equaliser that we used to characterise
X € obL. We discuss this in Section 3.

7 A type theory for underlying sets

In this section we introduce a (fragment of) type theory in which the “underlying set” axiom may
be manipulated. In particular, we use it to develop some of the main structure of locale theory.
This shows how we can reason in general topology with a calculus whose terms denote points, but
which is nevertheless equivalent to the intuitionistic locale theory that has hitherto required the
use of infinitary lattice theory.

First we recall the rules for equality and the quantifiers, applicable to discrete, overt and
compact objects.

Definition 7.1 A type N is a discrete object if there is a binary predicate n,m : N Fn(=x)m : 2
such that
FF(n=xym)=T:%
I'tn=m:N
where (=) below the line denotes provable equality of terms of type N, whilst (=x) above the line
is the new structure.

for terms ' F n,m : N,

Definition 7.2 A type N is an overt object if it comes equipped with ¢ : ¥V F Iy¢ : ¥ such
that
I'Nz:N Foxr < 0:%

I' F3z:N. ¢z < 0: %

where we write Jz: N. ¢z for Iy (Az:N. ¢z). The Frobenius law,

oAdx.¢px = Jx.0 A Pz,

follows automatically from the Euclidean principle (Theorem B.§), whilst the Beck—Chevalley
condition follows from the A-calculus formulation.

Definition 7.3 A type K is a compact object if it comes equipped with ¢ : ¥V F Vg ¢ : ¥ such

that
I'Nz: K Fo < ¢gx: X

I'Fo < VoK. ¢z : 2

Again the Beck—Chevalley condition is automatic.
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We can now formulate the rules for the “underlying set” (A - U).

Notation 7.4 For any type (space, object of §) X, we have
(a) another type, the underlying set, UX;

(b) as this is discrete, an equality, (=yx) : UX x UX — X, satisfying the rules in Definition [(.T];

(c) as it is overt, an existential quantifier, (3yx) : ¥Y¥ — ¥, satisfying the rules in Defini-

tion [(22Z;

(d) for any overt discrete context I' (so I' € ob€) the transformation (U-introduction)

I'F a: X
't 7.a:UX

where the 7 is accompanied by a dot because, like A-abstraction, it is not an algebraic symbol
but an operation on terms-in-context (whilst 7 doesn’t change the context I', it does depend
on its belonging to &);

(e) the counit (U-elimination), which is a function-symbol = : UX F ez : X;

(f) satisfying the - and n-rules

Fke(ra)=a:X and z:UXFao=(r.ex): UX.

In short, 7. may be applied to any term so long as all of its free variables are of overt
discrete type. In other words, it allows variation over a combinatorial structure but not a
geometrical one, c¢f. Remark p.g.

This notational trick with € and 7. is applicable to any coreflective subcategory, as [37] explains;
in particular Section 9.5 uses it for comprehension. Also, in the language of Remark 7.2.4 there,
since the new operator U is a right adjoint, naturality of 7. on the old (left) side gives substitution
invariance:

Proposition 7.5 The operator 7. commutes with substitution:

A—2 T
u:A—Tiné& '+ a:X T. a
A F u(r.a) = 7. (u"a): UX ¢
ux —° . x
Proof
AF u(r.a) = 1.e(u'T. a) U-n
= T.u"(eT.q) ¢ is a function-symbol
= T1.u%a u-gOd

The new type theory helps to explain what was going on with the two monads in the previous
section.

Example 7.6 The units of the contravariant adjunction between ¥ and €2 in Notation B.]] are

in:N—=QZY by n:NF7T.X:ZV. én
Ex: X =X by z:XFN:QX. gz

Then T+ P: 2% and T'F Q@ : XQX are X- and Q-prime respectively according to Remarks @f
iff

I, F:358X + FP = P(Az:X. F(A¢:XX. ¢x)) : &
I G:Q30X F GQ = Q(T Az:X. (eG)(\p:QX. 51/}3:)) Y

24



Note that the sub-term to which @ is applied is well formed because its only free variable is G,
whose type is overt discrete by hypothesis, irrespectively of whether I is.

Exercise 7.7 Use the type theory to prove (a) Lemma .5, (b) this characterisation of Q-primes,
and (c) if P is ¥-prime then Q = Ap:QX. P(ev)) is Q-prime. O

We can also easily apply the new notation to Definition B-1G:

Lemma 7.8 X € obS has enough points (viz. to distinguish ¢ from 6 as open subsets of X) iff
the following rule is valid for T' + ¢,6 : £X:

I, p:UX F O(ep) < plep) : &
Nz: X F x<¢x:X%

There are several equivalent ways of saying this:

(a) there is some p: N — X with N overt discrete and p epi, i.e. ¥ is mono;

(b) € : UX — X is epi and ¥¢ is mono;

(¢) U: S — & is faithful for maps with source X, i.e. Uxy : S(X,Y) — E(UX,UY) for all
Y € obS;

(d) e* =Qe: QX — QUX is mono;

(e) e4-€" =idaux,

where the last two only imply the others only when X € obL, by Corollary B.12(b]. O

The concept of overtness was not recognised in traditional topology because there every space
has enough points:

Proposition 7.9 Overt discrete = enough points = overt.
Proof [a] e=id [b] Jz:X. ¢z = Ip:UX. ¢(ep) by [Q, Lemma 7.2]. O
Before we can re-prove Proposition p.§ symbolically, we have to state injectivity (c¢f. LemmaB.7).
Lemma 7.10 Let X ~ '~ Y = Z be an equaliser in £, and A any context in £. Then
(a) forany A, z: X F ¢z : X thereissome A, y:Y + dy: %
such that A, z: X F ¢x = ®(ix) : 3;

(b) in particular, putting A = [¢p : QX] and ¢z = ez,
the map Qi : QY — QX is split epi. O

Proposition 7.11 Let X € obL and I' - @ : ¥Q2X be Q-prime. Then there exists I' - a : X such
that ' F Q = M. ea.

Proof In the course of the earlier proof, we found a map I' — £V, namely
I F An. Q(. Az.izn) : &V,

and this has equal composites with £ = M. So, seriously abusing the notation in both [Al, §8]
and [B, §8], we define

I + focus@ = a = admit (A\n. Q(7. Az. izn)) : X.
Now let A be the context [¢ : QX] € £,s0 A, z: X F etpz : ¥ is an open subspace of A x X in L.
a:X
~
1 b

M. Q(7. Ax. iazn) : BN
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By Lemma [[.I0, there is some A+ U : QXN with A, z: X F eyr = e¥(iz), so consider
Az X B G =7.2Q eV (M. Q' (7. Ma.izn)).

Then eG(NY . ed'z) = e¥(An. (M. e'z)(T. Az izn)) = e¥(An.ian) = ez,

and the right hand side of the primality equation for @ with respect to G is Q(7. \x. evox) = Q.
Hence
Ly: QX F QY = eGQ = E\Il()\n. Q7. \x. zxn)) = eU(ia) = eva

and so @ = AY.ea. It is unique since X — X0QX as X € obL. O

Corollary 7.12 Whereas the - and n-rules for a X-prime I' H P : XXX [Al, §8] were
I, ¢: X + ¢(focusP) = Py and z:X F focus(\p:X%. ¢z) = z,
those for an Q-prime I' - @ : ¥XQX are
I, ¢9: QX F eyg(focusQ) = Q¢ and z:X F focus(M:QX. evpz) = z,

or just ¢p(admit Q) = Q(7. ¢), so long as the free variables of ¢ are all of overt discrete type. O

8 Lattice structure on Sigma and Omega

Beware, nevertheless, that both (XX, T, L, A,V) and (QX, T, L, A, Y) are internal lattices in S in
the usual categorical sense.

Remark 8.1 Indeed, the point at which the dichotomy is most apparent is where we consider the

order relations on X% and QX. In particular

(a) all maps ¥ — XX preserve the order < that is defined by the lattice structure (that is, in
the topological and order-theoretic cases, but not Set, where ¥ = Q), whereas

(b) since QY and QX are merely “sets” (overt discrete objects), maps QY — QX may preserve,
reverse or ignore the order < as they please.

In the second case, the order on Q2.X is an open subobject

(%) = QX x QX,
which is classified by a map
(#)QXXQX—'Z or w17’lp2:QX|7(’l)[}1<’l)[}2):Z.

The order < on ¥ is also a subspace of ¥X x ¥X  in fact a retract of it, but it is neither
open nor closed, and therefore has no classifier. Indeed, for ¢, : ©X the statement (¢ < 1) is
contravariant in ¢, so such a classifier would violate the monotonicity property, ¢f. [G, Remark
2.7]. In the application to recursion theory, this would solve the Halting Problem.

Notation 8.2 Established mathematical usage and the availability of suitable symbols make it
impossible to be consistent in the notational distinction between imposed and intrinsic structure.
We shall employ the correspondence,

intrinsic ¥ & T L A V

< 3 v A
imposed 2 & T L A Y 5 V A A

so some of the symbols will have to be dis-ambiguated by context. Certain others, notably =, #,
=, = and |, will only occur as imposed structure.

Later in this section we develop the basic results concerning the relationship between the
intrinsic structure on X and the imposed structure on Q.X. But first we re-prove Proposition B.14,
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that ¥ is a distributive lattice and not merely a A-semilattice as Theorem said. This gives
us some practice in using the type-theoretic notation. However, it also uses the “comprehension”
calculus in [B, §8]. If you do not have [B] to hand, you should skip the next two lemmas, and take
disjunction in ¥ as additional structure.

Lemma 8.3 ¥ has a least element, and 0 is overt.

Proof We define 0 —» X by E = AF:3%. \o:3. 0. Then by {}E0 of [B, §8],
z:U0, F: 5% + F(i(ex)) = (EF)(i(ex)) = i(ex).
Applying this with 0 : X + F = Ay.and FF = A\y. T,
2:U0,0:% F T =y T)(i(ex)) =i(ex) = (\y. 0)(i(ex)) =6 < 0

so, by Definition [(.2, 6 : ¥ F (3z:U0. T) < 0. Hence L = (32:U0. T) is the least element of X,
and 3p = L : X% =1 — ¥ is the quantifier that makes 0 overt. O

Lemma 8.4 Y has binary joins, and 2 is overt.
Proof We define 2 — '+ $=%= by E = AF:I3( x X). A\F:X5*%, F(Frg, Fmy) as in [B,
Lemma 11.5]. Then for z : U2, P = i(ex) : £¥** satisfies
z:U2, F: 38X x %) b P(Fm, Fm) = FP.
In this, consider 0 <0 > 7F F = AF. F(o,7) A0, so
ilex)(o,7) = P(o,7) = P(c N0, 7T NO) = P(Frg,Fm1) = FP=P(o,7) N0 <0,

so, by Definition (.9, 0 <0 > 7 + (32:U2. i(ex)(0, 7)) < 6.
On the other hand, 0,1 : U2 are (7. admit mg) and (7. admit 7). Then

o = mo(o,7) = i(e0)(o,7) < Fx:U2.i(ex)(o,T).

Hence o V 7 = (J2:U2. i(ex)(0, 7)) is the join, and 3o = V : 2 = ¥ x ¥ — X is the quantifier
that makes 2 overt. O

Proposition 8.5 ¥ is a distributive lattice, and all finitely enumerable objects are overt discrete.
Proof For aA(BV~y) = (aApB)V(aAy), consider F(o) = (0 AB)V (0 Av) in the Euclidean
principle (Theorem B.§). O

Corresponding to this intrinsic structure on the “spaces” ¥ and ©%, we have imposed structure
on their “underlying sets” Q and QX.

Notation 8.6 Since U is a right adjoint, it preserves finite limits and equations, so in particular
it takes the lattice structure (T, L, A, V) on % to another such structure (T, L, A, Y) on QX =
UZX. Symbolically,

(a) T=UT =7 2. T:QX,s0eT =T :5%;

b) L=Ul=7. 2. L:QX,s0el = 1: %%

() A=UA: QX X QX — QX by ¢ A ¢p = 7. Az (e@)z A (e))z, so
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(d) yY=Uv: QX x QX - QX by ¢ Y = 7. d\x. (ed)z V (ev)x;

(e) X by (¢ x9) = ((¢ A1) =ax ¢) : 3, where we recall that X, being discrete, is equipped
with an equality test (=qx) : QX x QX — 3.

We can also define (¢ = ¢) on Q as 7. (¢ < ¢), and —¢ = 7. (¢ = L), but Proposition P.3 does

this more generally for QX.

The imposed order < on QX agrees with the intrinsic pointwise order on X, in the following
sense.
Proposition 8.7 Let I' - ¢, 6 : QX, where the context I' € ob€ is overt discrete. Then

T F (d<ax ) =T:3
Fz: X F (ed)r < (e@)x: X

Proof We may deduce in both directions,

r F (0<ax0) =T:%

r Fo((0 hax 0) =ax ¢) = T:% def <aox
r F orax 0 = ¢: QX def =qx
r Foelp hax 0) = ep: 2% AHU
r FoepAgx el = ep: X def Aox
Iz: X F epxAgeblr = epx: X def Asyx
I'z: X F epr <y ebx:3 def <y,

where the deduction upwards from the line marked “A - U” relies on the hypothesis that the
context I' be overt discrete. O

Remark 8.8 The lattice ¥ also has intrinsic M-indexed joins, for any overt object M. These
are given by dm: M. ¢™. The corresponding imposed structure on QX is

V=Uaw: (@M - 0X so \/ ¢™ = 7z Im:M. e
m:M

Remark 8.9 However, when we use this, we shall need M to be a dependent type (cf. Remark p.9),
given, in traditional comprehension notation (not that of [RB]), by

M = {n:N|a,} C N,

where a,, selects the subset of indices n for which ¢™ : &% or ™ : QX is to contribute to the join.
This subset will always be open, and «,, : ¥. We use the sub- and super-script notation here (and
in [&]) to indicate that ¢™ typically varies covariantly and «, contravariantly with respect to an
imposed order on .

Remark 8.10 This means that, when using the existential quantifier, we can avoid introducing
dependent types by defining

In:{n:N|ay}. ¢" as In:N.a, A"

and, for Q.X, \/ Y* = 7.3n:N. a, Aeyp”.
neM
Then, when Propositions [0-9, [0.10 and [T.9 say that @ : QX preserves this join, they mean
that
Q( \/ ") = Q(In:{n: N |an}. ¥") = Q(r.In:N. a, Aey™)

neM
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is equal to \/ QY™ = In:{n: N |a,}. QU™ = In:N. a, A QY".

neM
Unfortunately, we cannot use the same trick to eliminate dependent types from the universal
quantifier, which is needed for the study of CCD®P.

Whereas QX is simply a set (overt discrete object) with an imposed lattice structure, the
intrinsic structure on ¥ also enjoys a correspondence with inclusions of open subspaces (Defini-

tion B.7).

This in turn gives rise to a calculus of predicates [, §8]. Whilst this is logically rather weak
(29), it is important to the structure that we develop in the next section. For that we need a
couple of reasoning principles about X.

Lemma 8.11 Let I' - «, 3, : ¥. Then
INNa=TF g < y:%8
'k ang < ~v:%

Proof By Theorem B8, we may work in terms of the open subobjects of I' that these terms
classify. On the top line, 8 and ~y are interpreted as

[nslcldny] = o] =T

sol'Fanfg<aA~vy:X whichisjust 'FaA B <+v:3% and conversely. O
Lemma 8.12 If there is a proof of
' a=T:%
- pg=T:%
thenT'Fa < g:X.
Proof Add a = T to the context in each line of the proof, and deduce a < (. (]

9 Direct and inverse images

The constructions in this section use joins over the dependent subtypes of QX classified by
ag = (pALO0<¢), (F0), and (f70<9).

These are essentially applications of the adjoint function theorem for the imposed complete lattices
QX and QY. Unfortunately, the cost of the trick that we used in Remark BIQ to eliminate
dependent subtypes is that the proofs of the adjunctions are more difficult.

Notation 9.1 Let X € obS. Define
(a) the Heyting implication, (=) : QX x QX — QX by

b, USX + (p=1) = 7. x. I:USX . ez A (¢ L 0 < 9p) - USK,
50 e(p=vP)r = 0.0z A (P A O L),

(b) the Heyting negation, () : QX — QX by "¢ = (¢ = 1),
(c¢) the lower sets, | : QX — QQX by

6 USX - ¢ = 7.0 USY. (0 < @) s USYET,
d) the join, \V : T¥¥ - X b
J y
F:xU™ 1 \/F = \:X. 30:U8X. FOA (0)z - B¥,

As we typically form the join of a lower subset, F' cannot be monotone, or act on £X: it is usually
contravariant, taking the imposed order < on X to the intrinsic order > in the opposite sense
on .
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Proposition 9.2 (—) A ¢ 4¢ = (—) in the sense that

$,0.0:0X F (01¢)<v) = (0= (6=1)): 3

Proof ((A¢) <) < (0= (¢= 1)) because (using Lemma [.19)
r - @Ad<w) =T
Iz, ez=T F edzAn(@rdY) =T weakening
Iz, ez=T F eclxAN(rdp<xv) =T Definition 2
T, z Foebx < T efaxAN(EADZY) Lemma B.17 (*)
I,z Foebr < (¢:>1/)) def =
r H ( < (o= 1/))) = Proposition B1

where the last three deductions are reversible, I' € £, z : X and 6, ¢,¢, ¢ : QX = USX,
For the converse we first need

L& a, (9AExy)=T

F oepx Nelxr < ey Notation B, Proposition B-1
I& z,epx=T b eaxA(préEY) < ey Lemma BT twice
Iz, epxr =T F (Elf. efx N (EANP< 1/1)) < ey Definition 2

Combining this with (*), which is equivalent to (6 < (¢ = ¢)) = T, we deduce
Doz, epx=T F ez=T < . exAN(ENPp=Y) < ez
I, x F oepx Nebx < ez Lemma BT
r F o (prbOxy) =T Notation B:G, Proposition B [J
Proposition 9.3 U\/ 4 | in the sense that
¢:QX, F:Q0X + (1. \[eF 5¢) = (F<1¢):%

Proof We may deduce in either direction as follows:

r Fo(r.\/eF<¢) = T:%

T, x F 30.(eF)OA(ed)z < (ep)r: X Proposition B
T, 0, x F (RO () < (ep)x: 3 Definition 2
[0, (cFO) =T,z F (e0)z < (edp)z: X Lemma T
I, 0, (ecFO)=T F (0= QS) =T:% Proposition B
r, o F (eF0) < (0k¢): 3 Lemma BT
r F (Fxlg) =T:3% Proposition B

where ¢,0 : QX = UXX and F : QQX. The second and last lines use the definitions of \/ and |.

Theorem 9.4 For each object X € obS, QX carries the imposed structure of a complete Heyting
algebra internally to the topos £. O

Notation 9.5 Let f: X — Y in §. Define
(a) the inverse image f* = Qf = UL/ : QY — QX by

Y USY F oY o= 1o XL (ey)(fr) s UDY
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(b) and the direct image f,: QX — QY by
:USX F fip = 7. 2y:Y. 30:USY . (e0)y A (fF0 < ¢) : UDY.

Proposition 9.6 f* - f, in the sense of <.
Proof To show (f*¢ < ¢) < (¢ % fud),

r (Y s¢) = T:X
Loy (evy) =T b (eby) A(fP<¢) = T:X weakening
Ty, (evy)=T F FO.(eOy) A(f0<¢) = T:X Definition 2
I,y Foo(evy) <30. (e0y) A (f 0 0): T Lemma BT
r (¥ <7 Ay 30:USY. (eOy) A (f*0<¢)) = T  Prop.B1
r F WS fed) =T def f.
where ¢ : USX and 4,0 : UXY. Conversely, ¢ < f.¢ means
Ny F evy<e(fud)y:% Proposition B7q
I,z F (e9)(fz) <e(fup)(fz): X, substitution
where z : X and y : Y, so we need
T0, (f0<0)=T,
Foe(f"Oz = (e0)(fz) < egx: X Proposition B
D0,z F (f"9<¢)A(E0)(fx) < epx: X Lemma ETT
T, z Foe(fupd)(fz) = 30.(f70 1 ¢) A(e0)(fx) < ega Def 2
Hence
Lz B (e)(fz) < e(fud)(fa) < epr: X
I,z B (e¢)(fz) < epx: X2
r F o (ffYo=1 ) (e)(fe)g¢9) = T: X Proposition .7 O

10 The topological case

Recall from Theorem .10 that we just have to identify the monad Q¥(—) on £ in order to
characterise the category L, so in this section we invoke the Scott principle to specialise to the
topological case. (Actually, if we had the necessary dependent types, everything could still apply
to NX-Loc, R-LKLoc and CCDP.)

We go on to give the traditional characterisations of primes, morphisms and bases. In this
a theme emerges: where we use X-primes and general parameters in the minimal situation (for
locally compact locales), we find Q-primes and overt discrete parameters for £ (sober spaces and
locales). That is, the generalisation comes at a certain price.

The next section treats the minimal situation, i.e. those results that only apply to locally
compact locales. The remainder of the paper after that considers the complete and exact situations,
i.e. general locales and more complicated objects.

Frame homomorphisms (need only) preserve finite meets and arbitrary joins, but, to say this,
we have to employ a more formal definition of finiteness than the fact that it is generated from 0
and 2.

Definition 10.1 For N € ob&, KN € ob€f is the free semilattice on N in &.

This may be constructed in any elementary topos (in fact, without even the need for a natural
numbers object) as the sub-Y-semilattice of QN generated by the singletons [27, Appendix 2] [,
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Theorem 9.16] [847, Proposition 6.6.11]. The semilattice structure, for which we write ¥ and <, is
imposed, not intrinsic.

Proposition 10.2 KN is overt discrete and is the free (imposed) semilattice on N in S.

Proof It was defined as an open subobject of QN, so it is overt discrete.

If (S,0,+) is a semilattice in & (imposed or intrinsic) then (US, U0, U+) is an imposed semi-
lattice in € and € : US — S is a semilattice homomorphism (cf. Notation B.).

Also, any f : N — S factors as er. f : N — US — S, which extends to a semilattice
homomorphism KN — US — S. It is unique because if g : KN — S is a semilattice homomorphism
then so is 7. g : KN — US|, and this must agree with the extension of 7. f. O

The proof could have allowed f to have overt discrete parameters. However, the important
cases are the following, of which powers exist even in the minimal situation, so in practice arbitrary
parameters are allowed, via A-abstraction.

Notation 10.3 For ¢ : KN, the expressions
An.nel:nN, E:XNF3nelén:Y and £: XV FVnelén:%

are defined to be the unique semilattice homomorphisms from KN to (XY, L, V), (ZZN ,L,V) and
(Z=", T, A) that extend m — An. (n =y m) and m — A{. Em (twice). In particular,

(0's0)=(Vnel.nel).
Using this we can state the axiom that characterises the topological case.
Axiom 10.4 For N € ob€&,
O:3YN, £: XN F & = FCKN. d(An.ne€l)AVn € l.&n
or, in dependent-type notation (Remark B.9),
¢ = F:{L:KN | @(M.nel)}. Vnel én.
This defines an effective basis [G, §4] on X = XV,
(:KN F B = Xe.Vnel.én: XN, Ay = A0.P(An.nef): XXEN

such that t:X, ¢:3X F ¢z = 3. Ao A Bt

Corollary 10.5 We have an adjoint retraction
YKN
P l - [ P
YN

where p({) = Mn.n € £ and P(G) = X,. :KN. GLAVn € L. én.
Proof By Axiom [[0-4,

:YEN F P(SPD) = AW D(Mn.nel)AVn el tn = D,

whilst G : XKN F ¥P(PG) = M. W . GUANVnel.nel = MW L.GU' > G. g
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To replace this > with equality, G has to be monotone in the following sense.

Notation 10.6 For any overt discrete object S equipped with an imposed order relation <, we
write (S, ) C QS for the £-object of upper subsets, or the functions G : S — Q that take < to
the intrinsic order < on X.

DT M. e®(An.nel)

Proposition 10.7 QXN _ = T(KN, =) C OKN.
7. 0. FCKN. eGEANVR € b.&n — G
Proof 7Y(KN,=x) C QKN is by definition the image of QXN under U(XP). O

Theorem 10.8 The Eilenberg—Moore category for the monad on £ in Section f is the category
Frm(€) of frames and their homomorphisms over £. Hence L is equivalent to a full subcategory
of Loc(&), the category of locales over &.

Proof The free frame on N is T(KN, <) [I8, Theorem IT 1.2]. O
Now we characterise {2-primes, which correspond to “generalised points” of locales.

Lemma 10.9 z: X F éx = M:QX. ez : ¥QX preserves T, A and \/.

Proof Letn:NtF a,: X, ¢": QX, where N is overt discrete, and M = {n: N | a,} in the
sense of Remark 9. Then
(V)
n:M

E(r. In:N. a, Ney™) Remark ET0

= er.(3n:N. a, ANey™)z def €

= dn:N.a, ANey"x

= dn:N. a, ANEY"

= \/ EYm Remark B8
n:M

Also &(T) = (eT)x = Ta = T, and, using Notation B4,
EpAtp) = elpA)r = (epAep)r = (eh)x A () = E NEY. O

Proposition 10.10 I' - Q : XQX is Q-prime, i.e.
[, G: 080X b eGQ = Q(7. \x:X. (eG)(M:QX. evpz))

iff it preserves T, A and \/ in the sense of the previous result.
Proof Put N =QX € obf and expand G : ¥XQX = =Y using Axiom :

F:3N b eGF = 30 (eG) (M. o € £) AV € L. Fap.

Then (eG)M:QX. epx) = F:KN. eG(Mp.p € ) AV € L. evpx

so with ay=eG\p. Y €l): Y and [P=T1. Az Vo € L epx = /\ P QX
Ppel

we have

RHS = Q(7.Az.3:KN. eG(Mp. ¢ € £) ANV € L. evpa)
= Q(r.30. ay NeBb)

= I a,AQS° @ preserves joins
= o AQ(N\ )
el
. ap ANV € L. Q1 @ preserves meets
= .G\ € b)) AV € L. QY
eGQ = LHS O
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Corollary 10.11 H : QX — QI is a homomorphism (H = f* for f: T — X) iff it preserves T,
A and V. O

Next we generalise the basis (B, A;) provided by Axiom from XV to its X-split and
regular subspaces.

Proposition 10.12 Any Y-split subspace i : X »» %V has an effective basis defined by

(KN F 3 = YB' = \x.Vnel.izn: 32X,
(KN F Ay = YA = M. (Io)(M.nel): 28X
such that t:X, 0:3X F ¢z = 3. Ao A Bl
This is the A-basis generated by the N-indexed sub-basis 8" = Az.izn [G, §5]. O

Remark 10.13 Now let i : X — %% be a regular mono in £. Instead of I : X — YXN, we
have to use 7, : QX — QXN.

TX
e X QX — b:nX
A
i i* =il i
SN
£:NN  U:QEN —° o : YN

Lemma 10.14 For T € £, any '+ ¢ : X is ¢ = ey = X' = X¥(eW) = (i* V) where 1) = 7. ¢,
U =i, and ¢ = V. O

Definition 10.15 The basis on a locale X is, as before,
(:KN + ' = ©'BY = \e.Vn e lizn: 2%,

But this is no longer effective in the sense of [G, §4]. Instead of the term A, : ¥XX in Proposi-
tion [[0-12 we have an operator on terms-in-context:

EST + ¢: 0%
D' Ap¢ = Aein(r.9)) = cin(r.9)(An.nel): %

i.e. the free variables of ¢ must all be of overt discrete type.

Lemma 10.16 For E5T + ¢: %X, 7: KN,
I -8 <¢:xX
' Ap.p = T: %

In other words, Ay. ¢ says, as a Y-predicate, that 3¢ < ¢, as a judgement (cf. Remark B.1), so
long as the types of the free variables of ¢ are overt discrete.

Proof Using Propositions B and (i* 4 4.), the following are equivalent:
Bt = B = SIAEVnel.en) < ¢:3X
(i*(r.Ae.Vnel.én) <ax (1.9) =T
(r.X.Vnel.tn) <asn iu(T.9) = T
(\Vnel.gn) < cid(r.d): TN
Ap. ¢ = (ci(1.9))(An.n € L) = T:XEN
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since (A.Vn € l.én) < ®iff d(An.nel) = T. O
Proposition 10.17 If 3T F ¢: XX then T, z: X F ¢z = 3. Ay. ¢ A 2. O

Remark 10.18 Hence, as we would expect, any open subspace ¢ of a general locale X is the join
of the basic open subspaces 3¢ contained in ¢. However, expressing things in a symbolic rather
than set-theoretic language has shown up certain subtleties in this result:

(a) In a locally compact locale, ¢ may vary with arbitrary (“geometrical”) parameters;

(b) in a general locale, on the other hand, the parameters must have overt discrete type (“combi-
natorial”, ¢f. Remark p.g).

(c) In a coherent or spectral locale, i.e. one that has a basis of compact open sets [I8, §I1.3], the
inclusion 3¢ < ¢ is continuous in ¢ or computationally observable predicate, by means of a
term Ay;

(d) in a general locale, the inclusion 3¢ < ¢ is no longer a continuous or observable predicate but
a statement Ay. @, in which ¢ may again only have overt discrete parameters;

(e) in the intermediate case of a locally compact locale, there is a predicate A;¢, applicable to
arbitrary terms ¢ : ¥X. However, its lattice-theoretic meaning is not 3¢ < ¢ but 8¢ < ¢, and
it says that 3¢ contributes to the join, as explained in [, §4].

11 Locally compact locales

This section completes the investigation of the minimal topological situation by characterising
the objects X € obS as locally compact locales, or the (imposed) algebras QX as continuous
distributive lattices. This is in effect another proof of the monadic property for LKLoc, two of
which have already been published: [Al, Theorem 5.12] and [B, Theorem 3.11]. Since much of the
argument is the same as that in [G], we omit the proofs of the results that also appear there.

We begin by showing that we only need to consider the imposed structure on Q.X.

Lemma 11.1 ¥ N has enough points.

SKN
QKN c - SKN KN — + QN
ur| (Qp P| |¥p P
NN SN
TKN ——— Q5N 2220 v9N NN 1 UsN

Proof By Corollary [0.5, p : KN — XN is epi since XP is mono (split by P). So eXN is epi
by cancellation in the diagram on the right, i.e. ¥ N and likewise ¥KN have enough points. Both
rectangles on the left commute, by naturality of € with respect to P and >?, so eXX N is also epi
by cancellation. O

Proposition 11.2 ¥ X has enough points.

ex X

X Ox nX

il il |ur sil |1
SEN

SN QRN —° YN

Proof Since ¢ is natural with respect to 34, which is epi, eX X is epi by cancellation. We cannot
extend this to X € obL, because we have no handle on XXX there. O
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We shall need to use Scott continuity of maps between (imposed) lattices, i.e. preservation of
directed joins. The next definition is discussed in [G, §2], and the four results following it are
proved in §§6-7.

Definition 11.3 T, s: S F ¢° : ¥ is called a directed diagram if S is overt discrete with an
imposed semilattice structure (5,0, +) with respect to which ¢* is covariant:

T, s,t:8 F ¢° <ot nX,
As in Remark BI0, we need to consider, more generally,
ds:{s: S |as}t. ¢° = Is:5. as A P°
where o : X is contravariant. The subtype remains a semilattice so long as
ap =T and g4 = as A .

We can turn the effective bases for XX N and XX in the previous section into directed bases using
the string of retractions
XX <YYYN aXYKN «XKKN.

Lemma 11.4 Y% has a directed basis expansion,
F:YEEN, ®:XXN F F& = IL:KKN. FAL AVl € L. ®f°,

where Ap = \&:XN. W e L.Vn€l.énand 5 = An.n € L. (]

Proposition 11.5 Let i : X = X% with Z-splitting 7. Then X has a directed basis expansion

F:YYX, ¢:5X + F¢ = 3L:KKN. FyE A Do,

where v& = \z.3¢ € L.Vn € L.izn and Dy, = \p. VL € L. Ip(An.n € £). O
Corollary 11.6 AIT - F: XX and F : X — XY in S preserve directed joins (in the intrinsic
order). O
Corollary 11.7 T'F P : ¥3QY is X-prime iff it preserves the finitary lattice operations. O

In the presence of the underlying set axiom, we can identify the role of Scott continuous
functions between continuous lattices. Again this doesn’t extend to general locales, as we have no
handle on XX in that case. (A further axiom, that XX (—) preserves certain equalisers, would
probably rectify this situation.)

Theorem 11.8 T' + G : XQX is of the form G = \). F(e)) for some I' - F : EXX iff G
preserves directed joins in the imposed order. In this case, F' is unique.

Proof Using Remark B-I0 and Proposition [T.4, for A, s: S F 6°:QY,

Fe \/ 0° = F(er.3s.as Neh®) = Js.as AN F(e0°) = \/FE(GS).

EReS

For the converse, we first use Proposition [[I.5 to express ¢ : QY as

Y = \/ . ~F or etpxr = 3L. Dy () AyFa.
L:Dy, (ev)

Suppose that G preserves this directed join, and let

I' b F = A¢:2Y. 3L.e(G(r.4")) A Do
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Then Gp = \} Gr.4") = 3L.Di(ev) ne(G(r.A")z) = F(ey). O
L:Dy (et)

Corollary 11.9 A function G : QY — QX in £ is UF for some unique (“intrinsically Scott-
continuous”) morphism F : ¥¥ — %X in S iff G is Scott-continuous (preserves directed joins)
with respect to the imposed order. O

Corollary 11.10 A locally compact locale K is compact iff X' has a right adjoint [C, Defini-
tion 7.7].

Proof TFor any locally compact locale K, the £&-map !5 = Qlx = UX'® : Q — QK has a right
adjoint !, with respect to the imposed order (Proposition P.f). This preserves directed joins iff
K is compact in the sense of locale theory [IR, §III 1]. In this case, |, = UA for some unique
A: 3K 5% so

id<!"- L, =UX"-A4) and UA-%) =1, -1"xid.
These imposed inequalities may be lifted to intrinsic ones as ¥ has enough points (Proposi-

tion [[1.7), so ¢ - A in the intrinsic order. t

Remark 11.11 The proof of Theorem is very delicate. Notation .4 allows us to write 7. v~
because L : KKN € ob€ is the only free variable in 4*. On the other hand, F = A\¢: XY . G(7. ¢)
would not be well formed, because the type of the variable ¢ is not overt discrete. Similarly, the

result cannot be extended to £ using Remark [T-17, because we would want to form Dj,. ¢ where
¢ : ©X is a variable.

Remark 11.12 There is also a directed basis expansion for X € obL,

Eel + ¢: 2%
I, F:¥%X + F¢ = IL:KKN. FyLA Dy ¢

where Dy ¢ is defined in a similar way to Ay. ¢ in Definition [0.13, but it turns out not be very
useful.

The remainder of this section completes the characterisation of the minimal topological situa-
tion as the category of locally compact locales.

Remark 11.13 Recall from Proposition .5 that an (imposed) complete lattice (A, <) in £ is a
continuous frame (the topology of a locally compact locale) iff there are functions

J

A TKN

<«—

H

with V € ob€ such that H - J =id 4, J preserves directed joins and H preserves finite meets and
arbitrary joins.

Corollary 11.14 For any X € obS in the minimal topological situation, the imposed structure
on X in & is that of a continuous frame.

Proof Leti: X »— %V with Y-splitting /. Then H = i* = UX? preserves finite meets and
arbitrary joins (Proposition [[0.9), whilst J = UI preserves directed joins (Proposition [T.9). O
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For the converse, we use the idempotent £ = I - X! : ¥XN : ¥¥N or E'! = UE = J - H :
QXN — QXN, for which the term nucleus was appropriated in [B, §2]. We have to show that
the properties of H and J in Lemma [J provide the hypotheses of Beck’s theorem characterising
monads.

Lemma 11.15 Let H and J be monotone functions between semilattices such that H - J = id
and H preserves A. Then F = J - H satisfies E(¢ A ¢) = E(E¢ A E). O

Lemma 11.16 If E: =X — £X satisfies
G1,02: 55 + E(p1A¢2) = E(Edr NEdy) and E(¢yV ¢2) = E(E¢1 V Egy)
then it is a nucleus in the sense of [B, Definition 4.3], i.e.

F XX F E(Ax. F(\p. E¢x)) = E(Ax. F(\p. o). O

Proposition 11.17 Every imposed distributive continuous lattice A arises as some QX.

Proof By Lemma L5, A gives H and J and so B/ = J - H : QXA — QX A. As this preserves
directed joins, Corollary with Y = 34 gives E : ¥XA — YYA with E' = UE.

3D R o 0 - 35 A
A A A
exxA eyxA
Fy
0sA - A 0S4

Now E’, by construction, satisfies the equation in Lemma [T.19,
1, Yo QXA F E'(1 Ahe) = E'(E'1 A E'ipg) : QLA

and a similar one with Y. Since ¥ A has enough points by Lemma [[T-1], we may apply the rule in
Lemma [[.g, along with the relationship between A and A in Notation B8, to deduce the analogous
equations for F, namely

(,251, ¢2 XYA F E(Qf)l N (7252) = E(E(,Z51 AEQSQ) :3YYA

and similarly with V. By Lemma [T.1G, F is then a nucleus, and so defines a 3-split subspace
i: X »—— ¥ such that 4 = QX. O

Theorem 11.18 In the minimal topological situation, S is equivalent to the category of locally
compact locales over £. O

Remark 11.19 If the topos & satisfies the axiom of choice (for example in the form that all epis
split, [I7, §5.2]) then every object of S has enough points, so S is equivalent to the category of
locally compact sober spaces [I8, Theorem VII 4.3].

This result is peculiar to the topological case (X = N). In CCD®?, the real unit interval does
not have enough points [0, Example 9] [B, Example 3.12], and this also provides a counterexample
in the intermediate N-case. O
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12 Sober spaces and locales

Now we turn from the minimal to the complete situation, in which there are equalisers, and X is
injective with respect to regular monos in £. We know from Sections [ and [[J that

L C Loc(€) = Frm®P(€),

where Frm(€) is the category of Eilenberg-Moore algebras for the monad YQ(—) on €. (L is
equivalent to a full subcategory of Loc(£), since L is intrinsic and Loc(€) imposed.)

The first task is to show that the category of sober topological spaces is embedded in S, or
more precisely

LNP ~ Sob(€) C Sp(€).
Afterwards we show that £ ~ Loc(€) when a stronger notion of injectivity holds.

So let’s state the classical definition.

Definition 12.1 An (imposed, not necessarily T¢) topological space over £ is an object N € ob&
together with a subframe e* : A C AN, i.e. the square on the left commutes.

Recall that QN is the powerset (collection of all subsets) of N and A is the subcollection of
open subsets. Like any frame homomorphism, e* has an (imposed) right adjoint e,, which yields
the open interior of an arbitrary subset.

QZ * *
O2A 2L QXN N, A — LN,
e UN f H Qf = f*
A LN No Ay — 24 QN,

A function f : Ny — Ny in € is continuous (in the imposed sense) if its inverse image map f*
takes open subsets of (N3, A2) to open subsets of (N1, A;). This means that there is a map H
that makes the right-hand square commute. Since e5, f* and e} are frame homomorphisms, so is
H, and since €7 is mono, H is unique. We write Sp(€) for this category.

Exercise 12.2 The forgetful functor Sp(£) — &€ by (N, A) — N is faithful and has adjoints on
both sides, as in Remark P-1]. O

This forgetful functor isn’t the same as our “underlying set” functor U : S — &, because their
sources are different categories, but we shall connect them by functors in both directions.

Proposition 12.3 There is a functor S — Sp(€) that takes X € obS to (UX, A), where the
diagram in & on the left shows how the frame (A, «) is defined, and the morphism f : X; — X5
to Uf : (UXhAl) — (UXQ,AQ).

QXX — QXA — QXQUX 0X, - Ap > QUX,
S5 Lo gx f L H (Uf)*
, ; ;
QX A QUX 0Xo Ay QUX,
%

Proof The frame (4, «) is given by the image factorisation of €% in Frm(€). In more detail,
let A be the image as a set (object of the topos £). The adjunction * - €, splits as a closure on
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QX and a coclosure on QUX, so the two parts are split. Hence Q3 (—) preserves the factorisation,
from which the structure map « is defined, and satisfies the Eilenberg—Moore equations.

The function Uf is continuous (in the imposed sense) because, by a similar argument, there is
a mediating homomorphism H : Ay — A;. O

For this functor to be faithful we clearly need at least that €% be mono (Lemma [.§), whilst
constructions involving 2 generally only tell us about £ (Remark B.13).

Proposition 12.4 There is a functor Sp(£) — LNP C S that takes the topological space (N1, A1)
to the equaliser E; in S in the top line, where i;-p; : N; — %41 is the double exponential transpose
of Ay — QN; — M. Moreover (A1, a1) = (QE;, QEE,).

* ; 20{1
N A ° QN Ny h E; " YA TOY A,
: £V A,
fl H Qf — f SH YOS H
ex D2 V iQ 2042
Ny Ay 2 . QN, N, Es YA, YO A,
EX As

Similarly, the functor takes the continuous function f to the dotted map.

Proof Since « is the structure map of an Eilenberg—Moore algebra, it is the coequaliser of the
parallel pair in the following diagram, so there is a mediator u; : A3 — QF;.

QF,

QZOQ
XA, T OXaN,

QN ur D
el e o

Then w; is split epi because i is, by injectivity (Lemma B.7), whilst u; is split mono because e}
is, by Definition [2.1], so u; : 41 =2 QF; in Frm(€).

Since E is constructed as an equaliser, it is in £. Then we may use Corollary and the
fact that pj =ej - ul_1 is split mono to deduce that p; is epi and F; € obP.

The image of the morphism is the mediator to the second equaliser. O

Putting these constructions together, we have

Theorem 12.5 P N L is equivalent to the full reflective subcategory of Sp(€) that consists of
sober spaces in the traditional sense (i.e. not that of Axiom B.3).

Proof The composite LNP C S — Sp(€) — L NP takes

X = (UX,0X 5 QUX) — (X -5 £0X = $050X)

where €% is mono because X € obP and i is an equaliser because X € obL. We leave it to the
reader to show that our functors & = Sp(€) agree with the usual ones Loc < Sp [IR, §II 1],
whose fixed category is Sob(&). O

The two constructions are not themselves adjoint, but factor as two adjunctions S = L =
Sp(€) in opposite senses. If we transfer the imposed notion of continuity from Sp(€) to our
category S, we can see the separate (dual) roles of P and L in this result.

Definition 12.6 We say that a function (€-morphism) f : UX — UY between the underlying
sets of X, Y € obS is continuous (in the “imposed” sense) if there is a homomorphism H that
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makes the right hand square commute:

ux 1 . uy aux <4 ouy
X €y 53( 5;(’
g H
D G .Y 195 QP )%

We obtain this situation if we are given an S-morphism (“intrinsically continuous function”)
g:X — Y, when f =Ug and H = g*.

Theorem 12.7 Let X € obP and Y € obL. Then every continuous function f : UX — UY in the
imposed sense arises in this way from a unique intrinsically continuous function g : X — Y in S.

Proof Since €%, ¢} and f* are Eilenberg-Moore homomorphisms for the monad on &, so too
is H, since €% is mono (because X has enough points). Then the transpose of H is an {2-prime
z: X FQ:XQY, which arises from a unique X-prime since Y € obL. This in turn corresponds to
an S-morphism g : X — Y with f = Ug, P = M: XY . ¢¥(gx), Q = \:QY . ep(gx) and H = g*. O

Now we consider the equivalence Loc(€) ~ £ C S. Since Sob(€) satisfies the conditions that
we have so far imposed on £, in particular injectivity of the Sierpinski space, we have to assert
another axiom.

Definition 12.8 The pair f,g : ¥V = M in § is said to be Q-contractible if there is some
J: QXN — QXM in &€ such that

Qf - J = idaosn and Qg-J-Qf = Qg-J-Qg.

The complete situation asserts the existence of the equaliser X . = 2M and that Q take the
regular mono 7 to a split epi. We now require that {2 take the equaliser diagram to a coequaliser
diagram. In this case there is a unique map I : QX — QXN such that

Qi1 = idox and Qg-J = I-Qi.

We have already seen this happen for spatial locales in Proposition [2-4, but if it holds for all
Q-contractible pairs in £ then we call ¥ exactly injective.

Theorem 12.9 £ ~ Loc¢(€) iff ¥ is exactly injective.

Proof We already know that £ C Loc(€) fully, so it only remains to show that every frame
(Eilenberg-Moore algebra) is QX for some object X € obL. We formulated the condition in
exactly the way that we need for Beck’s theorem [37, Theorem 7.5.9]. O

Remark 12.10 Faced with a non-unique existence property, logicians and algebraists react in
different ways. The logician’s answer is to ask for a canonical choice, which, in the case of
injectivity, leads us to 3-split monos.

The algebraist’s response is to classify the equivalence relation that is defined between the
choices, and we chose the word “exact” to suggest the “image = kernel” idea of cohomological
algebra.
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Here, if ¢,¢ : ¥V = ¥ have the same restriction ¢ -i = ¢p = ¢/ -4 : U — X, there are
0 =Jp,0 =J¢ : ¥M = ¥ and ¢ = Iy : BV — ¥ making a zig-zag, which proves that
¢-i=¢ -i. O

Finally we summarise the many descriptions that we have of morphisms.

Theorem 12.11 The morphisms f: X — Y of £ coincide with continuous functions as variously

formulated in traditional topology, locale theory and abstract Stone duality, being in natural

bijection with

(a) Eilenberg—Moore homomorphisms vf . ¥Y — ¥X for the monad on S arising from the
adjunction (- 4 2();

(b) X-primes x : X F Ap. (fz) : ZXY;

(¢) Eilenberg—Moore homomorphisms f* : QY — QX for the monad on & arising from the
adjunction X - €);

d) Q-primes z : X F ). (ev)(fx) : ZQY;

e) adjoint pairs f* - f, where f* also preserves T and A in the imposed lattice structure;

f) frame homomorphisms f*, where f* preserves T, A and \/;

g) z: X F Q=M. (ev)(fx) : QY preserving T, A and \/;

) functions UX — UY for which the inverse image of any open subset of Y is open in X, if X

has enough points;

x: X FP=X.o(fx): XY preserving T, L, A and V, if Y is locally compact;

lattice homomorphisms H : ¥¥ — X if Y is locally compact. O

m~ o~~~ o~
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13 The reflection and function-spaces in L

The known cartesian closed supercategories of spaces (filter spaces and equilogical spaces) admit
reflections onto the traditional category of topological spaces. Moreover, when topological function
spaces exist, they are also the exponentials in the supercategory.

In this section we shall see why this happens, using a little abstract category theory: it is (once
again) essentially the comparison between the composite adjunction in Section f and the monad
for frames. We also see the abstract explanation of some of the topologies that have been defined
on the set of continuous functions but which are not categorical exponentials.

Theorem 13.1 The inclusion £ C S has a left adjoint, (——) , given by the equaliser:

X X QX 2O¥XOX

in which X — X is epi.
Proposition 13.2 (XQ(—),&, 4, 0) is a strong monad on S, where
puX = 20X 2QYX0X — ¥0X and 030X xY - XQX xY)

are defined by

CED9)95.¢ FouG = M. G(r. A\G. GY)
G:30X,y:Y b o(Gy) = M:QX xY). G(r. A\z. e0(z,y)) : =.

Proof The strength o is related to the unit € by the equation

O’X’y-(ENXXY) = E~(X ><Yv)7
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which, in symbolic form, is
o(Ez,y) = M. (M. evz)(r. Ao’ e0(2',y))
= M. (eT. X2’ e0(a',y))x
= MN.egl(z,y) = &(x,y)
We shall not need the other equation,
Toxy -orxy (ux XY) = pxxy -ox,y,

so we leave it as an exercise. O

Lemma 13.3 Let T = (7,¢,p,0) be a strong monad on a category S with finite limits. Let

L C S be the Lambek-Rattray fixed category [21] of T, with reflection (—). Let X € obS and
Y,Z € obL. Then there are two unique lifting properties

PXxY
- >

X xY XxY
px XY f
v
X XY ceeeeeeeerneeenn -7
Proof In the following diagram, the three triangles and the trapezium with shapes
ETX XY TeEX XY

T |

ET(X xY)

are respectively instances of the law that relates the strength o to the unit € for the strong monad
T, and naturality of o with respect to 1. The other trapezium, the two lower right squares squares
and the forks from X x Y are instances of naturality of €.

ErX xY
X xY TX xY TTTX XY
: TeEX XY
OTX,Y
ETX xY)
T(TX xY)
T(EX xY)
TO'X)Y
ET(X xY)
TT(X xY)
TE(X xY)
TTf
erz
T TTZ
TeZ

Hence all composites from X X Y to each of the four objects in the column on the right are equal.
But X xY, X xY and Z are the equalisers of their rows, so there are unique dotted mediators
as shown. O

Corollary 13.4 X xY = X xY .
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Proof Put each of them for Z. O

Remark 13.5 In general, X x Y is not isomorphic to X x Y for X,Y € obS. If it were,
an argument similar to the following would make £ cartesian closed [8], given that S is, but
Sob(€) C L C Loc(€) cannot be cartesian closed. O

The exponential ZY exists in £ when Y € obl and Z is locally compact, as we may de-
duce easily from Theorem B:22. I don’t know whether there are other (“sporadic”) examples of
exponentials in Loc, but if there are then they’re all good in S:

Theorem 13.6 The inclusion £ C S preserves exponentials.
Proof LetY,Z, F € obL such that F' € obL has the universal property of ZY, i.e.

X xY—-Z
X - F
for any object X € obL. Then the same correspondence holds in S for any X € obS. O

Remark 13.7 Applying Remark [[T4, two ways of forming pseudo-exponentials in Sp are known:
(a) (S(Y,Z) — ZY') € ob& | S is Isbell's natural topology, cf. Theorem , and

(b) (S(Y,Z) — ZYY) € ob€ | S is the topology of pointwise convergence. O

Question 13.8 Defining the type (Y — Z) as ZY in £, we have a model of the \S-calculus
(not n). But it is much better than this: we usually use the n-rule to prove that composition of
functions in the A-calculus, namely

g-f = Av.g(fa),

is associative with identities, but this follows directly from the fact that £ is a category.

What, then, are the rules of the non-n A-calculus of which we have a model? So far as I
can gather, nobody has formulated them, as the problem falls amongst three stools: A-calculus,
category theory and topology.

One approach would be to add the rules for categories with products to the A\3-calculus, since
we have to deal with multiple variables. But arguably the A-calculus handles variables far more
tidily than does the theory of categories with products, so why not re-introduce variables as
place-holders? Where, then, is the restriction — is it on abstraction or application?

14 Injectivity and a new recursive calculus

The whole of this investigation has depended on the “underlying set” functor A 4 U, which only
exists in a Set- or topos-based version of the theory, and not in a recursive one. On the other
hand, the ASD literature has shown that many topological ideas can be expressed in the A-calculus
without U — its role in this paper has largely been to force conformity with the traditional theory.
In order to state the injectivity and exact injectivity axioms, however, we did pre-suppose one
of the functors U or 2. As we have claimed that injectivity of the Sierpinski space is a characteristic
feature of topology and of computation, we must find another way of stating this property.

We have been careful only to say that X is injective with respect to regular monos in £
(Definition B-23), because it cannot be in S.

Lemma 14.1 Let ¢ : U — X in a category with finite products and powers of ¥ (Axiom [.F). Then
the following three non-unique lifting properties are equivalent (by exponential transposition) for
each object T'.

(a) X is injective with respect to i x T': U xI' = X x T}

(b) XU is injective with respect to i : U — X;
(c) X¢ is surjective with respect to I.
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Moreover, in the case I' = XV, they imply that
(d) there is some morphism I : BV — ¥X such that X! - I = idyv (Definition B.4),
which conversely implies (a—c) for all T'. O

Example 14.2 The inclusion NV »— NT_ is Y-regular mono but not -split in Sp, Loc and the
complete topological situation.

T

NN N N

!

Proof In the diagram, | is the definedness or termination predicate on partial functions with
open support: f — An. (fn)| in recursion-theoretic notation, or (N «= U — N) — ¢ where ¢
classifies U topologically. The total functions constitute the equaliser of this with T, so ¢ is regular
mono.

The object Nﬁ is the closed subspace of 2NN co-classified by A¢tp. In. ¢n A hn, so it and LN
are locally compact.

Therefore if i were X-split, NV would also be locally compact, but it is not. (I have a proof of
this within ASD, but it wouldn’t fit in this marginal note.) O

Corollary 14.3 X cannot be injective with respect to all regular monos in S, because this class
is closed under (—) x I, O

Remark 14.4 Therefore we must weaken the sense in which X' is to be “onto”: whenever i
is regular mono maybe X! should be regular epi, rather than surjective. For ezact injectivity
(Definition [[2.8), if 7 is the equaliser of f,g : X = Y, perhaps ¥’ should be the coequaliser of
¥/ %9 : %Y = ¥, On the other hand, ¥(~) always takes coequalisers to equalisers, so the basic
idea is that

¥2(—) preserves equalisers.
However, this still isn’t quite right.

Example 14.5 Since the category has stable disjoint sums, the diagram
id

oO—— 2 2

swap

)

is an equaliser (where swap interchanges the elements of 2), but ¥ () takes it to
id
1<—ZE<<—EXE:7EXE
swap

)

where swap interchanges the components of the product. O

Definition 14.6 In a coreflexive equaliser diagram, as shown on the left, i is the equaliser of

fandg,andr- f=idx =r-g. i

U X
f |
U v X< ....... Poveneeens Y 1 f
g
x—7 .y

45



In this case the square on the right is a pullback (intersection). Whereas X-split equalisers and
monos are special, every X-regular mono can be expressed as a coreflexive equaliser, simply by
replacing Y with X x Y.

The proposal for the exact injectivity axiom for a cartesian closed category of recursive spaces
is this:

Axiom 14.7 The functor XX(—) should preserve coreflexive equaliser diagrams.

We put this in symbolic form before explaining how it implies both monadicity (Axiom B.H)
and that ¥ is injective in £ but not in S. It is the additional argument z to # in the X1} E and
Y1} 3 rules that captures coreflexivity.

Notation 14.8 We introduce the equaliser of f,g: X = Y by the type-forming rule
X type Y type z: X F fz,gx:Y
{z: X | fzx=gzx:Y} type

F

in which the variable x is bound (as for comprehension in set theory), although we shall often
omit it and the type Y. As we don’t want to introduce dependent types at present, fz and gx
must not contain any free variables besides x : X.

Remark 14.9 We need finite products in the restricted A-calculus to make much sense of this in
practice. Alternatively, since products and equalisers are both forms of categorical limit, we could
combine them into a single notation, with several typed bound variables on the left of the divider.
(In programming languages, these are called fields of a record.)

Since the type Y may also be a product, the conjunction of several equations is allowed on the
right.

Definition 14.10 The rules of the subspace calculus are those of the sober A-calculus [Al, §8]

plus
I'Fa:X ' fa=ga:Y

I'kadmita: {X | f =g}

{H
uw:A{X|f=gttiu:X {}Eo
wi (X f=ghF fliu) = gliu) : ¥ OE,

l'Fa: X 'k fa=ga:Y
I'Fi(admita) = a: X

{38

w:A{X | f=g}Fadmit(iu) = uw:{X|f =g} {}n
¢: 3%+ 2= (. plin)) : SEI=9) 7
-F:22X T, 0:5%Y + F(\2.0(z, fz)) = F(A\z.0(z, g2)) S05
T, ¢: 2=t b AdmitFy: S
TFF:2X T, 0:25Y b F(a 0(z, fz)) = F(\z. 0(z, gz)) 503
T,¢: 3% F Admit F(X'¢) = Admit F(Mu. ¢(iu)) = F¢
G: 32X | f=g} F Admit(2%G) = Admit (\¢. G(Mu. ¢(iu))) = G »iy

Associated with the function-symbol ¢ and the operators admit and Admit are further rules
stating that they preserve equality, just as application, A-abstraction and focus do.
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For topology, of course, we add N with recursion, the lattice structure of ¥ and the Scott
principle (Axiom [[0.4)), though the last may need to be generalised.

Exercise 14.11 The expressions
Admit(3%G) : 22 {X | f =g} and admit(¥%G) : {X2X | ¥3(id, f) = ¥*(id, 9)}
are well formed (this is 1 I;) and, according to either of the last two rules,
Admit(2%G)(2i¢) = (B%iG)¢ = G(X'e). O

Exercise 14.12 Any nucleus E on X in the sense of [B] corresponds to a X-split equaliser. The
function-symbol I in [B, §8] and the new operator Admit for this equaliser are mutually defined
by

10 = Az. Admit(A\¢. E¢z)d and AdmitFF = M\0. F(I0),

and their §- and 7-rules are inter-provable. O
Exercise 14.13 The translation

[2] =  [Mx.p] = admit (Aze. [p]) [fa] = focus (i[f]a])

embeds the (full) simply typed A-calculus, where admit and ¢ arise from the equaliser displayed in
Theorem B.29. Here x or a is the argument of the function X — Y and # : £¥ is the continuation
after it. O

Remark 14.14 Where the operator admit asserts the universal property of the equaliser for “first
class” maps I' — X, its companion Admit says that this is still valid of “second class” maps
F:T —x X, i.e. arbitrary F : ¥X — %',

Such maps have been used to study “control effects” in imperative programming languages.
An important feature of their categorical structure is that the product x on § extends to single-
variable functors X x (—) and (—) xY applicable to F but not to a two-variable monoidal structure.
(See the work cited in [A]] for this.)

Coreflexive equalisers, on the other hand, do extend. Identifying equalisers with subspaces and
therefore with predicates in a Floyd—Hoare logic, this may be related to the fact that such logics
are valid for reasoning about imperative as well as functional programs. O

Whereas the previous three results may be interpreted in any category satisfying Axiom [4:1,
the solution to the injectivity problem seems to proof-theoretic, relying on either syntax or the
free model. What follows is therefore conjecture.

The monadic calculus has a normalisation theorem, in which ¢ and admit (but not I) may
essentially be erased [B, §§9-10], leaving terms of the underlying sober A-calculus.

Definition 14.15 In the analogous result for the new subspace calculus, we first need to define the
rank of a type (the depth of alternation of exponentials and equalisers), and so of the sub-terms
of a term. By the erasure of a term I'  a : X we then mean the same term, but erasing all
occurrences of i, admit and Admit whose types are of higher rank than X or the types in I'.

Lemma 14.16 Let U = {X | f = g} — X be an equaliser type, and
Iu:U, ¢:32Y F Sypu:3
a (raw) term that has no free variable or sub-term of higher rank than XV. Then there is a term
D,z:X,¢: 5% F Toxz: Y suchthat T, u:U, ¢: 5% F S(¢-i)u = To(iu): X

and S and T have the same erasure, ¢f. Lemma [-10.
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Proof Syntactic manipulation of a logically elementary kind, together with weak normalisation
for the simply typed A-calculus. Note, however, that Admit is used in the process of defining 7T'. J
Theorem 14.17 Every term is provably equal to its erasure. O

This means that we can do mathematics (topology, analysis) in the category S, which has
many of the properties of the category of sets, possibly using a proof-editor for verification, and
then do computation simply by erasing the type information.

Corollary 14.18 ¥ is injective in L. O

Corollary 14.19 If we add the “underlying set” axiom to the subspace calculus then Sob(£) C S
as in Section I3 O

Remark 14.20 Exact injectivity — and, more importantly, consistency — of the calculus are
much more difficult. The potential threat comes from the equality rule for Admit:

L, 0: 20 | F(/\a:. G(x,f:c)) = F()\Jc. H(x,gx)) Fr: X, fr=gr:YF ¢z =¢'x
I' F F¢ = Admit F(X'¢) = Admit F(X'¢)) = F¢' = %

A proof-theoretic attack on this (maybe similar to [7]) would seek to extract, from the proof of
Iz: X, fr=gx:Y F ¢z = ¢z, a sequence of terms 61, ...,0, : 3X*Y that makes a “zig-zag”
as shown:

nY
»nX =x/g, 290, = 290, 20, = 2f0, 70y, =
X! \E/

EU

(Axiom [[0.4 may require us instead to find an “infinite” family of s, i.e. one parametrised by an
“ordinal” or a “fixed point object”.)

Then there is already a proof of F'¢p = F'¢’ without using Admit, which is therefore conservative.
O

Corollary 14.21 If we add the “underlying set” axiom to the subspace calculus then £ ~ Loc(€)
as in Section 2. O
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